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Machine learning method based on Neural Network A new application of deep learning and put it into practical use
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Deep learning uses a neural network with layers deeper than normal
- LD HERE - SWRZFZEFD I

Higher precision and higher efficiency can be achieved
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Application fields of deep learning Recognition of finger characters using CNN
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Image processing: classify images into appropriate genres Ed‘_‘\ ‘f 8
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Natural Language Processing: Analysis of languages used by humans
Applicable to machine translation engine etc
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There is a communication barrier between the sign language speaker and the healthy person @'fgg £ @H}'L@ —LB \7& -TI-EE Il:l:ll L fbﬁ'fgg% '“"_J_J 0L 1=

4 515 In order to efficiently learn information on fingers and faces
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Sign Language requires learning costs
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There are few healthy person who are understanding sign language 4)§ O) E_Jj‘ﬂ& 1 7 ) I/* \/ I\ ‘7 7 (CN N) —( a2 L/ 7LL_

21,000 processed images were learned by a 4-layer convolution neural network (CNN).
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If you can recognize sign language directly from video without using special equipment, As a result of learning, the accuracy for the training data was 99%
you can easily translate sign language and the accuracy for the test data was 70% to 80%
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Processing of learning data
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TsumeShogi generated by old algorithm is not fun Word2Vec was made to learn about 14 thousand subjects TsumeShogi made by humans

- BHETOFIENEHATHD, MEZEEASI IR >1E5|€7)l/ mly XATEBZ UfcifstHe, AIDZEE UICERZ
The procedure up to the game clear is monotonous and there is no fun to solve the problem 1@_ . C E:éﬂ—_pr n:l:mﬁﬁg*ﬁ% = \,\ —C n:l:mfﬁ LJ 71_

TsumeShogl generated with the old algorithm and TsumeShogi generated by Al were
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*Eﬂ(ﬁ—t E E \/\;:E:—_M(H Fﬂﬁﬁ_x% /__-EE\Z—Z- % % The evaluation of TsumeShogi generated by Al exceeded the evaluation of TsumeShogi of the old algorithm
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If you can find elements of "funness" of Tsume Shogi by machine learning, you can generate interesting TsumeShogi iR FSE | iR E |
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Using deep learning, we find elements that makes Tsume-shogi more interesting from the answer of TsumeShogi made by humans. Evaluation value: -310 Evaluation value: -232

ERNIEI

SR

BHBED

IR S T
= o T 0 M




