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Abstract—People who are close to and help depressed pa-
tients, as well as peripheral nurses, could be supported by
performing information retrieval to eliminate or mitigate stress.
It is difficult to find the information using existing keyword
searches because the information caregivers need is specifically
that about others in a situation similar to caregivers. To solve
this problem, we introduce the structure of viewpoint, situation,
and intention and take into account the context in which the
structure occurs. The structure is represented using the tags
generated by Conditional Random Fields (CRF). The context
is represented using the labels recognized by Support Vector
Machine (SVM). By 10-fold cross-validation of learning data,
we evaluated a prototype system and have obtained a precision
rate of 54.2 % for the context classification by SVN and 45.3%
for the tag assignment by CRF. In the future, it is necessary
to improve the accuracy of the context classification and tag
assignment to achieve a dedicated search.

Keywords—depression, classification, family caregiver, tag-
ging, SVM, CRF.

I. INTRODUCTION

DEPRESSION interferes with daily life and causes pain
for both the patient and those who care about him

or her [16]. While opportunities for a patient to get useful
information have been increasing recently, useful information
for caregivers is still less readily. Besides this caregivers are
not focused on as much as patients in medical practice and
are rarely a target for research. Many researches have been
improving the medical services [2] [6] and supporting the
activities involved in caregivers’ nursing [8] [11]. Yamashita
et all interviewed 15 caregivers who have experiences of sup-
porting depressed family member and suggested that the use
of information technology may improve the communication
environment and reduce social stress [12]. Furthermore, they
also claimed the technologies should contribute to Support
for Adaptation to Changes, Places to Share, and Place to
Learn. The purpose of this study is to support the information
retrieval in Place to Learn for caregivers. Here, a caregiver is
the person who cares about a patient, for example, a family
member, lover, friend, or colleague. Caregivers would not
only be able to obtain knowledge about their situation, but
also learn about the experiences of other caregivers who
have been placed in a similar situation. Such information
is useful when facing troubles or predicting how the illness
might affect them in the near future. In addition, sharing
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the information of people who faced or are now facing
similar situations may reduce the stress level of caregivers.
Therefore, a method is required to seek people placed in a
situation close to that of each caregiver.

Figure. 1. Configuration of concern required by caregiver

A keyword search on the World Wide Web is a general
way to look for information. However, in the case of care-
givers, it often produces many irrelevant results because the
information that they need is not superficial but semantically
related to the troubles that they meet. For instance, the
troubles are related to the relationship with a patient and
other persons, family structure, annual income, and some-
one’s actions and remarks. It has been found that people
frequently read blog articles and messages on online forums
about caregivers’ concerns and situations, although many of
the articles and messages are posted by anonymous users.
Unfortunately, it is generally difficult for a computer to look
for such information by matching the keywords because such
articles and messages are not written in a machine-friendly
style, nor do they follow a specific document configuration.
Therefore, we think the conventional techniques of informa-
tion retrieval are unsuitable for our purpose. Our research
aims at developing a technique for semantic information
retrieval from the non-uniform sentences of online forums
or blogs. In particular, we aim to achieve the retrieval of
similar documents required by caregivers using the context
of concerns and the structure of viewpoint, situation, and
intention (Figure.1).

II. CLASSIFICATION AND TAGGING WITH
MACHINE LEARNING

Various techniques for information searching have been
developed, for example sentiment features [10], and the
cloud services meeting users’ needs [15]. However, to get
better information for caregivers, more detailed information
is needed. There is a Semantic Textual Similarity (STS) task,
used as a method for retrieval of similar documents [4].
The major aim of STS is to quantify the similarity of a
pair of two short sentences. Severyn used syntactic structures
for learning [1]. Beltagy used high-speed logical reasoning
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Extraction

Figure. 2. Extracting the structure of text of concern

with probability [7]. These approaches are effective and the
STS task targets only two sentences, but we have to deal
with two or more sentences in documents. Thus, a possible
approach is to introduce semantic items. Semantic items
should be represented in such a way that a computer can
recognize the concerns caregivers have. For example, these
items include standpoint, time, relationship, and background.
However, to list and represent each item is not effective
because there are too many possible combinations of items
and a huge amount of data would be needed to realize
machine learning that could process them. To realize the
retrieval of similar documents, we divide the process into
two stages: classification of the context, and tagging for
extraction of the structure. In classification of the context,
a document is labeled according to the relationship between
the author and the patient: spouse (wife or husband), sibling,
parents, and others. In tagging for extraction of the structure,
a document is structurized by inserting tags into it; the tags
represent the detailed information that is different from the
relationship between an author and a patient: viewpoint,
situation, and intention. In Figure. 2, ”daughter” is the
viewpoint, ”husband” the intention, and ”not to come near”
the situation.

To implement our method, we employ Support Vector
Machine (SVM) which is the typical method for solving
the classification problem. SVM is used in the task of
Recognizing Textual Entailment (RTE) which recognizes the
semantic connection of two sentences [14]. Next, we employ
Conditional Random Fields (CRF) [9], which is often used
for solving the sequence labeling problem. CRF is effective
in data mining to extract information [3]. As stated above,
our retrieval method consists of two stages: SVM recognizes
the relationship between an author and a patient, and CRF
structurizes a document in terms of viewpoint, situation, and
intention.

A. Context in Retrieving Relevant Blog Articles

There are cases in which fragments of texts are identical
but have different meanings. For example, the information
contained in a forum or blog entry is different depending on
whether the patient is a husband or a wife. It is necessary to

Table I
TYPES OF LABELS

Label name Who is a patient
X1 Husband with no children or unknown.
X2 Husband with a child/children
X3 Wife
X4 Parent
X5 Brother or Sister
X6 Other

Table II
TYPES OF TAGS

Tag name Whose behavior, action or state
a Author
p Patient
o Other

Tag name From whom to whom
ap From author to patient
pa From patient to author
do From author or patient to other
od From other to author or patient
oo From other to other

represent and match the context of the structure, for which
SVM is employed. The labels used in SVM classification
are set up by a manual pre-classification of 100 documents
(Table I). Because many documents belong to the label of
”the patient is a husband”, we elaborated on this by splitting
the label into the labels of ”the patient is a husband with
no children or unknown” (X1) and ”the patient is a husband
with a child/children” (X2). On the other hand, the labels
of ”the patient is a parent” and ”the patient is a parent of
spouse” are not frequently used. So, we have merged them,
producing the label ”the patient is a parent (including the
parent of spouse)” (X4). In the same manner, finally we have
made the label of ”the patient is a brother or sister” (X5).

B. Structure in Retrieving Relevant Blog Articles

The structure of viewpoint, situation, and intention is
represented by tags (Figure. 3); a, p, and o are used as the
basic tags. Each of the tags means ”author”, ”patient”, and
”other”, respectively, and by combining them, we create tags
which have direction (Table II). We merge po and ao to create

Extraction

po

o

p

a

Figure. 3. The example of tagging for extraction of the structure
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Table III
THE RESULT OF 10-FOLD CROSS-VALIDATION OF LEARNING DATA OF CLASSIFICATION BY SVM

the number of matching data / the number of correct data
A B C D E F G H I J AVE

X1 4/9 5/8 4/8 5/8 2/8 5/8 1/8 4/8 5/8 4/8 3.9/8.2
X2 5/7 5/7 2/7 3/7 2/7 4/7 1/7 4/7 3/8 4/8 3.3/7.4
X3 7/8 4/8 6/8 5/8 4/7 6/7 4/7 4/7 4/7 6/7 5.0/7.7
X4 8/10 9/10 8/10 9/11 8/11 9/11 8/11 8/11 10/11 8/11 8.5/11.1
X5 2/7 3/7 3/7 3/7 2/7 4/7 3/7 2/7 5/7 1/7 2.8/7.5
X6 0/5 2/5 2/5 1/5 1/5 1/5 2/5 0/5 1/5 1/5 1.1/5.6

SUM 26/46 28/45 25/45 26/46 19/45 29/45 19/45 22/45 28/46 24/46 24.6/45.4

Precision rate 54.2% [= 24.6 / 45.4)

Table IV
THE RESULT OF 10-FOLD CROSS-VALIDATION OF LEARNING DATA OF TAGGING BY CRF

A B C D E F G H I J Average
CORRECT 1181 1501 1472 1357 1198 1389 1282 1433 1169 1374 1335.6

SYS 666 773 868 737 660 726 728 797 594 787 733.6
MATCHED 322 324 370 337 312 329 352 334 277 367 332.4

Precision rate 45.3% [= 332.4 / 733.6), Recall rate 24.9% [= 332.4 / 1335.6), F-measure 0.321

do, and op and oa to create od. This is because these tags
are less likely to appear.

III. EXPERIMENT AND EVALUATION

A. Building Corpus

We obtained sentences for the experiment from the OK-
WAVE web site [13], which provides an online knowledge
community in Japan. The way it works is that a user posts
a question, and then some of other users who are interested
may concern respond. To post, a user needs to perform free
member registration, but uploaded documents are available to
anyone on the Internet. We acquired 3577 documents in the
married couple and family category of OKWAVE on August
26, 2014, and selected 449 documents that appeared to be
written by caregivers. On average, these documents consisted
of 1656 characters in Japanese. We built a corpus of data by
classifying and tagging them.

B. Evaluation of Classification

Firstly, we replace the morphological analysis result of
documents with binary vectors. Secondly, we input it to
TinySVM [17] which is set as a polynomial function of the
2nd degree. TinySVM is an open source SVM software. In
classification, we use one-versus-rest method. In evaluation,
we use 10-fold cross-validation. Table III shows the results.
The 10-fold divided data are titled with letters from A to
J. The recall rate is always at maximum value, because all
documents are always classified to one of the labels in Table
I. Therefore, we show only the precision rate for evaluation
of classification. The highest value is obtained for X4 ”the
patient is a parent (including the parent of spouse)”. The
lowest value is for X5 ”the patient is a brother or sister”,
excluding X6 ”the patient is other”. However, the accuracy
of each label is better than the probability of the chance level
(1.67 = 10 / 6).

C. Evaluation of Tagging

We give the morphological analysis result of documents as
a sequence and labeled sequence of IOB2 tag [5] to CRF++
[18] which is a CRF tool kit. In evaluation, we again use 10-
fold cross-validation. We present precision rate, recall rate,
and F-measure for evaluation. For example two sentences
of ”at night do shopping” in Figure. 4 can potentially be
tagged in two ways, although the meanings of sentences are
the same. Therefore, we cannot determine whether the result
of tagging is correct or not, from only the start and end points
of the tags. Thus, we adopt the tagging labels in the IOB2
format.

Table IV shows the number of the tags assigned. The 10-
fold divided data are titled with letters from A to J. The
precision rate is 45.3% [ = 332.4 / 733.6), the recall rate
is 24.9% [ = 332.4 / 1335.6), and F-measure is 0.321. The
recall rate is lower than the precision rate, which means that
many of the features to be tagged were missed. Also the
precision rate is lower than 50% unfortunately.

Correct tagging

The overlap of the range

Correct tagging

System tagging

‘ ’ means no tag.

System tagging

Figure. 4. The example of tagging in two ways
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Figure. 5. System diagram

D. DISCUSSION

In evaluation of classification, the accuracy of each label
is better than the chance level probability. This indicates that
the classification of the context by SVM is effective for the
documents written by caregivers. The highest value is for
X4, ”the patient is parent (including a parent of spouse)”,
in which ”the patient is a parent” and ”the patient is the
parent of spouse” have been combined. This is a case in
which merging is effective, because ”the patient is a parent”
is similar to ”the patient is the parent of spouse” at the
notational level. On the other hand, the value of X5, ”the
patient is a brother or sister”, which combines ”the patient
is an older brother or sister” and ”the patient is a younger
brother or sister”, is not as high as the value of X4. This
is probably because they are not similar at the notational
level. It leads us to conclude perform a similarity search, it
is necessary to consider the similarity of each label at the
notational level.

Evaluation of tagging reveals that the recall rate should
be improved. Regarding the precision rate, there are two
possible reasons why it is lower. One is mistaking a tag
name, and the other is that many of the features to be tagged
were missed. In general, the longer the range of tagging, the
worse the accuracy of tagging. For that reason, it is possible
to improve F-measure by targeting only single nouns. This
means the extraction of the information for caregivers by
CRF could be more effective.

IV. CONCLUSION

In this paper, we have presented an information search
method for caregivers of a depressed family members, and
the results of 10-fold cross-validation of the learning data
of SVM and CRF. The accuracy of classification by SVM
is more than 50% as a whole, and the accuracy of label
identification is more than 40%.

We have examined the method which takes into account
the extent to which the ranges tagged by CRF overlap with
that of sentences in the corpus. The value of F-measure is
0.321, which is inadequate for practical use. We expect that
the value of F-measure could be improved by targeting only
nouns.

Future work includes building a working information
retrieval system for family caregivers, the system diagram
of which is shown in Figure. 5. Firstly, a caregiver, as a
user, inputs a text of some sentences about their concerns
into the system. Secondly, the system extracts the context
and the structure from the text. Finally, the system outputs
similar documents from tagged and classified candidates for
the caregiver.
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