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Chapter 1

Introduction

Recently, a large amount of data is acoumulated, and so more effective methods to extract
significant knowledge from these data are needed. Enowledge Discovery in Databases
(KDL, often called data mining, aim at discovery of useful knowledge from large collec-
tion of data. There are various data as a large amount of data, such as text data by web
pages and /or mailing list on internet, the convenience store’s POS| point-of-sale) data,
the utilization history of credit cards, genome data, medical data, graphics about star,
the weather data, the earthoguake data, and the space observation data, ete. Especially,
the maintenance of the database is advanced in the company, and a large amount of
data is held in the company. On the other hand, some databases related with physics,
chemistry, biology, economics, ete. have been constructed by scientists of each domain.
Furthermore, researchers have been researched using large quantity of numerical value
data and graphics data.

It was thought to use positively these databases which were with great pains. Decause
these databases contain too a large amount of for operating by manually, it is very difficult
to find significant knowledge by manual operation. It was thought whether data mining
Lo the computer was able to apply to databases, or not. Many of these databases, data
was collected without purpose, or was collected more than enough amount of original
Purpose.

There were technioques by which knowledge was extracted from database sinee before.
In these techniques, the knowledge which wanted to be extracted was decided at the stage
before data was collected, and there were a lot of techniques which to confirm whether
the knowledge which wanted to be extracted by statistical operation was correct, or
not. However, in the hopeful technigque of knowledge extraction, whether the knowledge
which is wanted to be extracted, beforehand is not decided, or is not clearly decided.
In the data mining technique, we can gradually decide the knowledge what we want,
while operating of data mining. Data mining by a statistical operation is still used. Data
mining of a statistical technioque is applied to the feld where data contains a large amount
of continmous value attribute.

iOn the other hand, the data mining technigque by an artificial intelligence approach is
being requested by data mining which narrows the wanted knowledge. The approach tries
to operate which is able to be narrowed knowledge by an artificial intelligence learning
technique. There are some techniques used as an artificial intelligence technique, such
as neural network, genetic algorithm, and ILP (Inductive Logical Programming), ete.
Recently, it is thought to do data mining from the database distributed on the network
Ly using the network technology. However, in data mining by an artificial intelligence



technigque, the interpretation of the extracted knowledge is difficult, and it s not easy to
extract as knowledge.

In the data mining procedure, it is necessary to choose a concrete data mining tech-
pinue according to the knowledge which wants to be extracted and the used database.
The feature of the extracted knowledge can be predicted by experience of chosen tech-
nique. For instance, by using association rule extraction method, a significant association
is lost in other many meaningless rules, or only the well known knowledge is extracted.
By using the decision tree construction method, tree becomes too large to understood
the whole of tree, or small tree contains only evident knowledge.

In the field of data mining, it is requested, that data mining tool can be corresponded
to a lot of knowledge representations and it is easy-touse. DBeing ultimately requested
data mining tool is, not to depend oo the database attributes, not to depend oo the
result’s knowledge representation, its background knowledge 1s minimum, it is easy-to-
use and high-speed.

In this dissertation, we propose the techoique by which genetic program are combined
with an existing data mining technique by such a background.

Using genetic programming for the data mining technique has two advantages.

The first advantage by using genetic programming for the data mining technique is,
that the knowledge representation can become more rich. In genetic programming, the
structure can be dyoamically learned. Moreover, at the genetic programming syvstem
design, the system designer can decide the learned structure. In a word, it s constructed
the system which can use for the decision tree and the rule, by the one learning framework.

The second advantage by using genetic programming for the data mining technique is,
that data mining process can be contain a probabilistic operation. The unexpected knowl-
edge at design process, cam be extracted by a probabilistic operation. The unexpected
knowledge includes the knowledge which cannot be interpreted. However, even if system
designer cannot interpret its knowledge, the interpretation might be possible because of
other background knowledge. Moreover, a new interpretation might become possible by
a new experiment plan by the not interpreted knowledge, Because the database contains
huge data, only the common sense can be interpreted, new common sense might be able
to be constructed by the unexpected knowledge.

Not only using genetic programming for data mining technique has two advantages.
The first advantage is to be able to cover the slowness of learning speed by genetic
programming. Other data mining techniques are treated as the preprocessing process
of genetic programming. Decause genetic programming can be learned by a variety of
knowledge structure, the result knowledge of the preprocessing can be easily taken into
genetic programming. According to situation, it is possible to make preprocessing results
to the design indicators of the initial population design and the node design of genetic
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programming. Therefore, designing the system even if the syvstem designer does not know
genetic programming so much becomes possible to use.

The second advantage is that treating the result of other data mining techninues as
prior background knowledge, it is possible to construct the system even if the background
knowledge at data mining is a little become possible to use. Therefore, designing the
svetem even if system designer’s data knowledge is a little becomes possible to use.

A lot of researches on data mining are proposed.  [Arikewa 1999, Arikawa 2000,
Liu 1998a, Lin 1998b, Lu 1997, Adriaans 1996, Berry 1997] Especially, decision tree con-
struction method (C4.5) [Quinlan 19935] and association rule algorithm (apriori algorithm )
[Terabe 2000, Fitsuregawa 1997], which we use our proposed method both, have became
a general technique. Therefore, these algorithms are done to an initial stage of data
mining, searching for the direction of data, and approaching to the data based on the
these results as other data mining policy. However, in these approaches, a decision tree
construction method and an apriori algorithm are used as preliminary experimental data
mining. [Lu 1997]

Though it is not an approach by the combination of plural techninues, it is proposed
that, the technique divides some data mining technigques into element methods and rear-
ranges the elements antomatically to do data mining. [Suyama 1999]

Various data mining techninques which use common databases are evaluated among re-
searchers. [Tsumoto 1998, Tsumoto 1999, Tsumotoe 2000, Tsumoto 1999b, Washio 2001]
In these evaluations, data mining is done from the same database by using the tech-
pirque proposed each researcher. As a result of data mining, they got the comment of
other researchers with the comment by the experts. There is [Blake 1998] as a compar-
ison of the data mining techniques which use common databases. The differences be-
tween [Blake 1998] and [Tsumotoe 1998, Tsumoto 1999a, Tsumoto 2000, Tsumoto 1999b,
Washio 2001] are whether one researcher compares each techniques or different researchers
do, and whether it can get the expert comments and feedback or not. In [Tsumoto 1995,
Tsumoto 1999, Tsumoto 2000, Tsumoto 1999b, Washio 2001, there is the datasets which
is not done data cleaning. So this peint is another different policy of [Blake 1998].

The proposal method can be discussed as examples of applied genetic program-
ming. A lot of applied examples of genetic programming are proposed.  [Foea 1992h,
Koza 1994c, Koea 1994d, FKoea 1994e, Langdon 1998, Benyahia 1998] However, it is not
usual application using a lot of of nodes with genetic programming like this disserta-
tion. Some approaches are proposed as genetic programming application for data mining,
[MWakayama 2000].

The proposal method can be discussed as an improvement of genetic programming.
The improvements of genetic programming as followings, the modifications of crossover
and mutation, the modifications of gene design, the parallel genetic programming, ete.



[Foga 19924, Koea 1994b, Koeza 1999, Iba 1996, Iba 1994, Iba 1993, Iba 1999, Iha 2000,
Foza 1994a, Ito 1995] In this dissertation, the combination with reinforeed learning and
the design of crossover are such approaches. Howewver, it is not usual that the genetic
programming is improved by combination of other techniques.

In this dissertation, we propose the application of genetic programming to data min-
ing. And, to use genetic programming for data mining, we propose the expansion of
genetic programming. Therefore, this dissertation has the side as applied case with ge-
netic programming and the side as the data mining tool. As a side of applied case with
penetic programming, there is a novelty as following: using a lot of nodes with genetic
programming, using learning with the continnous vale attributes directly, to mprove the
learning speed. As a side as the data mining tool, there is a novelty as following: doing
data mining combined with probability operations, the possibility of learning structured
knowledges, not necessary background knowledge for system construction.

The field of IKDD which treats with this dissertation is limited to data mining. Es-
pecially, the extraction of the decision tree, the classification rule, and the correlation
rule is discussed. The data of the table form is a targeted database. As for the sise
of database, the number of elements is the one of several thousand levels, However, the
data sizge more than thousands can be treated by proposed techoigques. The problems and
the improvements when data mining is done by genetic propgramming are discussed. The
improvements not specialized to data mining are proposed as an improvement of genetic
programining in some part.

Data mining method using genetic programming proposed with this chapter are
mainly three methods. The first method is the method which combined genetic pro-
gramming and decision tree construction method. This is effective to the data mining
method by which the decision tree is extracted. The second method is the method which
combined genetic programming and association rule extraction method. This is effective
to data mining to a largescale database. Moreover, it 15 a method to be able to treat
the association rule and the classification rule at the same time by using genetic pro-
gramming. The third method is the method which combined genetic programming and
logical funetions. It is the data mining method by logical funetions by defining a logical
function in the function node set of genetic programming. Oo the others, we propose
as lmprovements of genetic programming not specializsed to data mining, the method of
combining with reinforeed learning and the method of modification of crossover.

This dissertation will be organized at the following:

In chapter 2, we explain an overview of genetic programming, which is main of the
proposed method. we discuss about general problems of genetic programming and solu-
tion methods. The problems and the design policy when genetic programming is used
for data mining are described.

In chapter 3, we explain the method which combined genetic programming and deci-
sion tree construction method. The decision tree mining method is chiefly proposed.



In chapter 4, we explain the method which combined genetic programming and asso-
clation rule extraction method. The focus s chiefly applied and deseribed to data mining
to a large-scale database. Moreover, because the association rule and the classification
rule are treated at the same time by using genetic programming, we discuss this.

In chapter &, we explain the method which combined genetic programming and logical
functions. We propose the data mining method by logical functions by defining a logical
function in the function node set of genetic programming,

In chapter G, we explain the improvement methods of genetic programming. Because
of some problems, genetic programming is difficult to use for data mining. We propose
three methods which improve these problems. The first methods improves the problem
that genetic programming is difficult to construct its system. The second methods -
proves the problem that genetic programming is difficult to treat with continnous value
attributes. The third method improves the problem that genetic programming is difficult
to use with a lot of nodes.

In chapter 7, we conclude with a discussion of the results and possible improvements.

Chapter 2 Summary:

The genetic programming paradigm continues the trend of dealing with the problem
of representation in genetic algorithms by inereasing the complexity of the structures
undergoing adaptation. In particular, the structures undergoing adaptation in genetic
programming are general, hierarchical computer programs of of dynamically varyving sise
and shape.

Chapter 3 Summary:

There are many learning methods for cassification systems. Genetic programming
can change trees dyvonamically, but its learning speed is slow. Decision tree methods
using 45 construct trees quickly, but the network may not classify correctly when the
training data contains noise. For such problems, we proposed a learning method that
combines decision tree making method [C4.5) and genetic programming. To verify the
validity of the proposed method, we develop two different medical disgnostic systems.
One is a medical disgnostic svstem for the occurrence of hyvpertension, the other is for
the meningoencephalitis. We compared the results of propose method with prior ones.

Chapter 4 Summary:

Genetic programming (GF) usually has a wide search space and a high fexibility. So,
P may search for global optimum solution. But, in general, GP's learning speed is not
so fast. Apriori Algorithm is one of association rule algorithms. It can be applied to large
database. Dut, it is difficult to define its parameters without experience. We propose
a rule generation techninue from a database using GP combined with association rule
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algorithim. It takes rules generated by the association rule algorithm as initial individoal
of G, The learning spesd of GIY s improved by the combined algorithm.  To verify
the effectiveness of the proposed method, we apply it to the decision tree construction
problem from UCT Machine Learning Repository, and rule discovery problem from the
ocourrence of hypertension database. We compare the result of proposed method with
Prior ones.

Chapter 5 Sumimary:

It is easy for an unexpected decision tree to be generated in the decision tree con-
struction with genetic programming because the probability operation is contained. In the
deseription of the decision tree by normal genetic programming, the division conditions
Lo the attribute are connected with AND operator, and the tree evaluates effectiveness
as a rule. However, if the description of the function node s modified, a more fexible
rule is sure to be able to be generated. In this chapter, we show that the description
of a more Hexible decision tree is possible by the addition of the OR function and XOT
function to the function node group.

Chapter § Summary:

In chapter G, we explain the three improvement methods of genetic programming.
Each improvement has each section.

In the first section, we discuss about object oriented combined approach.

There are many learning methods for cassification systems. Genetic programming
{one of the methods) can change trees dynamically, but its learning speed is slow. De-
cision tree methods using C4.5 construct trees quickly, but the network may not classify
correctly when the training data contains noise. I'or such problems, we proposed an
object oriented approach, and a learning method that combines decision tree making
method (C4.5) and genetic programming. To verify the validity of the proposed method,
we developed two different medical diagnostic systems. One is a medical diagnostic sys-
tem for the occurrence of hypertension, the other is for the meningoencephalitis.  We
compared the results of proposed method with prior ones.

In the second section, we discuss about new genetic operators.

Genetic programming{GP) usually has a wide search space and a high fexibility,
so G may search for a global optimum solution. DBut GIP has two problems. One is
slow learning speed and huge number of generations spending. The other is difficulty
to operate continuous numbers. GP searches many tree patterns ineluding useless node
trevs and mesningless expression trees.

In general, GI* has three genetic operators (mutation, crossover and reproduction].
We propose an extended GIP learning method including two new genetic operators, prun-
ing (pruning redundant patterns) and fitting (fitting random continuous nodes). These
operators heve a reinforcement learning effect, and improve the efficiency of GIP's search.



T verify the wvalidity of the proposed method, we developed a medical diagnostic
svstem for the occurrence of hypertension. We compared the results of proposed method
with prior ones.

In the third section, we discuss about modified crossover.

Many GIY learning methods have been proposed to decrease node combinations in
order to keep the node combinations from explosively increasing.

We propose a technique using an opposite approach which tests a greater number of
combinations in order to decrease the chances of the search being “trapped’ in a local
optimum. In the proposed technique, how “different” the individual structure is is used
as an index o selecting individuals for genetic operations. Therefore, variety o the GIP
group is strongly maintained, and it s expected that GIP learning is alwavs done to a
newy combination.

In this session, we modify the normal crossover operation by using this proposed
technigque, and expect that G search becomes more effective.

T verify the validity of the proposed method, we developed a medical disgnostic rule
peneration svstemn for the occurrence of hypertension. We compared the results of the
proposed method with prior ones.

Chapter 7 Summary:

We conclude the dissertation with an overall discussion of the implications of this
research, and possible enhancements to the proposed systems. We also include discussions
on the possibility of combination learning in genetic programming.
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Chapter 2

Overview of Genetic Programming

The genetic programming paradigm continues the trend of dealing with the problem
of representation in genetic algorithms by inereasing the complexity of the structures
undergoing adaptation. In particular, the structures undergoing adaptation in genetic
programming are general, hierarchical computer programs of of dynamically varyving sise
and shape.

2.1 Definitions of Genetic Programming

Evolutionary Algorithm (EA) is a caleulation method that models on gene of natural
species and its evolution, it searches for the solution using the individual group as pop-
ulation. It seems a optinization which can be applied to a wide problem with high
robustness. EA Is a generic name of some similar technigues which have been indepen-
dently progressed, and the following technigques are included.

ES:Evolutionary Strategy: Generations changes of selecting the child of m individual
from the parent of n individual by chiefly using the mutation as an operator. A
quantitative research is not difficult, the effect of the mutation are analyveed math-
ematically.

EF:Evolutionary Programming: mainly for automaton adaptive learning,

GA:Genetic Algorithm: The chromosome of the character string is operated by crossover,
mutation ete. The research field of classifier svstem which applies GA is approved.

GP:Genetic Programming: The one that chromosome expression of GA was expanded
to treat graph structure and tree structure.

Especially, in evolutionary approach for information, an adaptive learning which mosd-
ifiee] internal information by the nteraction with the environment and the process of
problem solving, is able to apply to solving problem and learning which looks like natural
spices, without asking "What is intellipence? . It is different approach from historically
approach. (See figure 2.1

The idea of natural selection (selection) and the genetic mutation (mutation) is espe-
clally paid to attention about the natural theory of evolution. The gene of the individual
with an excellent ability is left for the following generation by natural selection, GIP
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searches for a new possibility by adding the mutation to the gene by an genetic opera-
tion. Crossover and the mutation, ete, are used for the genetic operation.

Expression of chromosome: The difference between GP and GA is that GP has ex-
tended its chromosome to allow structural expression using function nodes and terminal
nodes [Foea 1992a, Koea 1994b]. GA uses character string (generally, one dimensional
character string, such as 0, 1). On the other hand, GI uses structural expression like
5 type expression of LISP. Using function nodes and terminal nodes, GP can search
hierarchical computer programs by undergoing adaptation. |(See figure 2.2)

In applying GP to a problem, GP has five major preparatory steps. The five steps
are followings.

I. The set of terminals nodes

]

. The set of primitive functions
3. The fitness function

4. The parameters for controlling the run

o

. The method for designating a result and criterion for terminating a run

The decision tree construction with GP s given by the following procedures. (refer
to figure 2.3.)

l. An initial population is generated from a random grammar of the function nodes
and the terminal nodes defined for each problem domain.

]

. The fitness value, which relates to the problem solving ability, for each individual
of the G population is caleulated.

3. The next generation is generated by genetic operations.

(a) The individual is copied according to fitness value (reproduction).
(b] A new individual is generated according to intersection |crossover).

(e] A new individual is generated by random change [mutation).

959

. If the termination condition is met, then the prooess exits. Otherwise, the process
repeats from the caleulation of fitness value in step 2.

Application to various problems becomes possible designs the following five basic ele-
ments in GP. Depending on design of the following five basic elements in GP, application
to various problems can be possible.

o non-terminal sign: Sign used by non-terminal node. Funetion in S type of LISE.

» terminal sign: Sign used by terminal node (leaf). Atom in 5 type of LISP.

o fitness value

o parameter: Probability to which crossover and mutation happen, the sise of popu-

lation, ete.

10



O : Function Node

‘Terminal Node

Figure 2.2: Examples of Genetic Propramming Tree Structure
e 1 O 4

11



Create Initial

Random Population

¥ No

Termination Crtenon Yes
Satisfied for Run?

Evalupate Fitness of Each
Individual in Fopulation

Yes

Gen:=Gen+1

Run:=Run+1

T

Designate
Result for Bun

I'f Selact Genetic Operation

Fr

Select Cne
Individual

Baszed on Fitness
¥

Perorm Reproduction

¥
Copy inio New
Population

k Probabalistically

Pc

Select Two Individuals
Baszad an Fitness

¥

Perform
Crossover
L]
Insert Two
Offspring

into New
Population

=

Selact Cne
Individual

Basad on Fitness

¥

Perform
Mutation

Inse} Line
Mutant

into Mew
Fopulation

Figure 2.3: Flowchart of GP




e el condition

Moreover, the genetic operation s occasionally changed depending on the problem.

How the individual which was each generation adjusted is evaluated according to the
fitness function. Generally, these fitness values are deeply related to the end condition of
program, the probability of the selection and genetic operations.

There are the following four in the fitness values. [Zonghker 1996]

Raw Fitness Calculated from each individuals by fitness function. {f,.)

Standard Fitness Change the raw fitness values as normalization that raw fitness 0
become best. [ f, ]

Adjusted Fitness Calculated from standard fitness values that it takes values between
0 tol, and 1 is best. (f, =1/(1+ f.])

MNormalized Fitness Calculated from adjusted fitness values. It can becomes an indi-
vidual’s index of the contribution degree in a certain generation.

(fuld) = fali)/ 22, fald])

The selection is a mechanism that the gene of individual which has more excel char-
acter than the other individual 1s existed high possibility ammong the group. The ratio of
penetic operations is different depending on the fitness value obtained by the evaluation
Lo the fitness function.

A typical selection method is introduced as follows.

Ioulette Selection Method Roulette which has the area proportional to the fitness
value s made, the roulette is turned, and the individual of the hit place is selected.
Method that oumber of individuals chooses and turns roulette repeatedly.

Tournament Selection Method The number of individuals (tournament size) which
is is chosen at random from among the group, and the best in that one is selected.
Method to repeat this process until number of groups s obtained.

Rank Selection Method Method to display each individual from the one with large
fitness value sequentially, and to decide number of children according to function
corresponding to this order.

Elite Strategy Mlethod which always copies some of parent with good result, and lesves
them for the next generation.

Genetic operations are used to search for the search space in GPP. The chromosome
with a new gene composition is made from modified the gene of each individual, and the
search for a new area by the search space s attempted. This modified operation is called
a genetic operation, and the operation based on the change which takes place to the gene
of the natural species. The operations generally used with GP is shown below.

o Individual copy (reproduction)
o Genetic intersection |erossover)

# Neplace each gene in genetic coding (inversion )

13



o Nandom gene change (mutation)

Reproduction is an operation by which the individual in the population which is is
copied to the next generation’s population as it is. A reproduced individual is decided
brv the selection is decided, and the individual with a high fitness value will be succeeded
brv the next generation.

Crossover 15 an operation by which the chromosome of the individual is recomposed
from two parents’. By crossover, the child can succeeds parent’s character, moreover the
child become having new character which is not same as parents” one. |[See figure 2.4)

Because GA ties the character string with the crossover point, the following kinds of
crossover are proposed by how to decide the crossover point.

® one-point crossover
® I-point crossover
o uniform crossover

Un the other hand, two individuals of the child are newly generated with the exchange
of each parent’s partial structure in GP. As for the cromosome of GP, the generated
chromosome is effective even if the partial tree is arbitrarily replaced, and the replacement
of a partial tree between two individuals 15 also possible.

excample. 1

(* (- XZ) (+X0)) (= (= X 1.2) (+Y (2 X))
l
(* (=Y (* Z X)) (+XY)) (- i+ Z 1.2) (-X Z))

example.2

(= [+ X 1.2) (+Y (*+ ZX))) (- (* X1.2) (+Y (= Z X))
!
- (=Y (* Z X)) (+Y (*Z X))y (- (X 1.2) (*X1.2)

example.d

(- (+X1.2) (+Y (*Z X))
l
(- (*ZX) (+¥ (+X1.2)))

The replacement of a partial tree in the parent of one individual is called oversion.

At an initial stage of evolution, it seems that the chromosome of two individuals chosen
for crossover is greatly different. Therefore, the generated chromosome is expected to be
able to add a big change by crossover, and to have the gene composition which does
not exist until then. At a stage advanced by evolution, the gene composition resembled
spreads in the population, and the difference between chromosomes become small. As a
result, it Is diffieult to be expected that an individoal with a new gene composition is
penerated by crossover.

The mutation is an operation by which a certain node is replaced with other nodes.
As follows, it Is possible to classify mutations with the acting node. [See figure 2.5)

o Mutation from terminal node to non-terminal node : generation new subtree

14
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Figure 2.5: Examples of Mutation in GI



o Mutation from terminal node to terminal node @ change the node label
o Mutation from non-terminal node to terminal node @ delete subtres

o Mutation from non-terminal node to non-terminal node ; if the oumber of new
nop-terminal pnodes and the number of old terminal nodes are same, it becomes
changing the node label. Otherwise, it becomes generating [/ deleting subtree.

eogaunple.

(* (— X Z) (+ X M)
l
i+ (* XZ) (= Z YD)

In the mutation, there is a role of various maintenance of the group and the lmited
part searches by the gene tvpe. However, it 1s thought that the variety of the gene in
the group is secured enough because an arbitrary partial tree is formed in an arbitrary
place of the tree structure in GP. Moreover, the mutation between terminal nodes can
be achieved by crossover. The mutation rate is not necessary so high in GP by above
IEAROLLE.

2.2 (General Problems of Genetic Programming and
Solution Methods

We will introduce about application of G, some problems of G, expansion of G,
theoretical research of evolutionary algorithm, and research on dypamics of evolution.
The problems and the design policy when genetic programming is used for data mining
are described.

G is applied to various fields. The applied fields of GI* is various from the problem
solving of Al to a practical problem such as the robot operation and molecular biology.
The tree is trapsformed into the tree structure by using crossover and mutation in G,
and GP can search for LSIP (S type) program and concept tree, ete.

Some examples are shown as follows.

o CL5S:Cloncept Learning System
o learning artificial neural network
o programming for artificial life
example. XNOR learning

o NOIR by GP

(P (+ 1.841 (P (* 1.66 DQ)
(+ -1.387 D1) ) )
(* 1.901 (P ¢+ 1.191 D1)
(# -0.989 DD) ) ) )

o MNOR by artificial neural network

17



y= (P (*x 0.5 (F (* 1 D1}
(+ -2 D) D)
(+ 0.5 (P (+ 1 DO
(-2 D1) ) 1)

e caleulate sum of inputs. I the caleulated results is bigger than the threshold (ie.,
1.07, then return 1. Otherwise, return 0. *,+: Multiplication, calculate sum

Other GIP applications are the programming which applied to the game programming,
the kev word extraction, and the number of application problem, ete.

P has the following problems now.

o A mathematical background is not proven.

Increase caleulation cost by parallel caleulation and increasing population

Destruction of schema by crossover

Expression problem when node is designed

How to evaluate the tree structure

Because the problem of GP is solved, the following techniques are proposed.

o ADF:Automatic Defined Function

other module structure extraction algorithms [Naemura 1999]

fitness function based on MDL(Minlmum Description Length)

GI based on type theory [Strongly Typed GP)
Parallel GIP

It is difficult that a strict solution of the applied problem is not efficiently obtained
in general, EA (Evolutionary Algorithm) is defined as an approximate caleulation, and
strong theory development is difficult. In crossover, the generated child depends oo two
or more parents, and the range of child®s genes changing depends of parents” gene types.
Because the operations are more complex than the mutations, the analvsis is difficult.
Only some analysis are proposed.

o Analysis of dynamics that individual which adjusts by environment lesves more
descendants

o Analvsis concerning shape of fitness value function searched by mutation and crossover
The following topies are about research on dynamics of evolution.

o Dasic theorem and schema theory of group genetics

o Analyvsis by Markov chain model

o Genetic Howting: Phenomenon that individual group gradually loses variety even
if there is no difference of fitness value between individuals when uncertainty by
which limited of pumber of individuals and descendants are generated is considered

18



o [uilding block hypothesis

The following standards are proposed about encoding GP. [Yamamura 1994 In follow-
ings, because ancther can achieve some conditions in either of sacrifice, all need not be
completely filled. The character preservingness definitely influences the settling speed in
P though the area dependency should greatly examine each problem area.

Completeness The solution candidate can express all as a chromosome.
Soundness All chromosomes correspond to the solution candidate.

MNon redundancy The chromosome and the solution candidate become respondent a
couple of one.

Character preservingness Parent’s character is appropriately succeeded to to the

child.

G is one kind of the probabilistic search method based on a random specimen ex-
traction. There is a feature in the point to manipulate the selection from the group and
the solution candidate such as two or more ntersection of the chromosome compared
with other probabilistic searches. Here, the performance of G is classified into three.
[Yamamura 1994]

Random search level This is a performance level which can be achieved by a random
search, quite a lot of trials are needed to raise accuracy, and the lowest performance
L]

Local search level This is a performance level which can be achieved by repeating s
local search (mutation).

=

Global search level This is a performance level not achieved if not depending on a
global search (selection and crossover).

Using G application, if the performance at the global search level is not demon-
strated, it is not significant. The performance level drops if the character preservingness
brv which the global search level is achieved is not generated by encoding and the crossover
design without supported by various maintenance.

In this dissertation, we will think about the individual expression as shown in Figure
2.6 generated from Table 210 In Figure 2.6, gp expresses like LISP-code as decision tree.
“RIPET is defined as main GF tree. Both “ADIO” and “ADI'1" are defined as each ADEF
tree, “IFLTE", “IFEQ)" are function nodes. These functions requires four arguments,
argl,arg2; argiandargd. The definitions of them are followings.

(IFLTE argl, arg2, argd, argd) if argl is less than or equal to (<) arg? then evaluate
argd, else then evaluate argd

(IFEC) argl,arg2, argd, argd) if argl is equal tof=) arg2 then evaluate arg3d, else then
evaluate argd.
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Decision Tree:

True

Play Play

(Windy, true)

T
ue False
Don't Play
Play

GP's Chromosome:
(IFEQ Outlook sunny
(IFLTE Humidity 24 Play Don't Play)
(IFEQ OQOutlook rain
(IFEQ Windy true Don't Play Play)
Flay))

Figure 2.G: One Example of Tree Structure, “Play or Don’t Play”



Table 2.1: A Small Training Set of “Play or Don™ Play™

Outlook | Temp(®C) | Humidity (%) | Windy? (_lass
SULIY 24 T true Play
sunny 27 an true Don™t Play
sunny 30 855 false Don™t Play
sunny 22 a5 false Don™t Play
SULIY 21 i false Play

overcast 22 an true Play

overcast 28 T8 false Play

overcast 18 5] true Play

overcast 27 T false Don™t Play
rain 22 Gl true Don™t Play
rain 15 T true Don™t Play
rain 24 S0 false Play
rain 20 S0 false Play
rain 21 a6 false Play




In the figure, illustrate fgure also expresses decision tree. “IFLTE" and “IFECQ)" are
expressed as cirele. Other items are expressed as bow., “IFLTE" and “IFECQT fipures
contain argl, arg2. argd, argd are expressed as lines from circle.

In general, C4.5 is often used for decision tree learning. 4.5 is a high-speed algorithm,
and it can be generate a high accuracy decision tree. On the other hand, the decision tree
construction by GP is inferior to C4.5 by the caleulation time. Dut, there is an advantage
that various criterions can be used, and the decision tree by a higher-order knowledge
representation can be constructed in learning by GP.

The nodes which are used compared node “IFLTE”, such as 7757 in the figure, is an
ephemeral random constant terminal. These nodes are defined as “constant nodes with
a continnous value attribute” . Moreover, the node, such as “Humidity” and “Temp”, is
defined a terminal nodes which receive the input from a database.

One of the reasons why GP tales much time in caleulation is that many types of nodes
are defined in the decision tree construction. The discrete value attribute are treated as
different nodes for each attribute. Moreover, in classification test of the continuous value
attribute, the number of nodes is defined by the number of values which ean be talken by
rancdom numbers, eg. when the constant of the threshold of the divergence is given by
rancdom numbers, This causes an increase o the types of the node used.

When there are too many types defined, this may cause the GIP learning speed to
become very slow, or cause the GP to fail to reach the global optimum solution. This
is caused by the explosive increase in combinations. However, useless and meaningless
expressions might be included in the combination. For such problems, many technigques
have been proposed. The ADE technique defines its own partial tree to make learning
more efficient [Ioeza 1994a]. The MDL technique uses a fitness funetion defined by the
size of the tree based on minimum description length (MDL) [Iba 1994].



Chapter 3

Combined Learning of C4.5 and
Automatic Defined Function Genetic
Programming for Construction of
Decision Trees

There are many learning methods for classification systems. Genetic programming can
change trees dyvnamically, but its learning speed is slow. Decision tree methods using
45 construct trees quickly, but the network meay not classify correctly when the training
data contains noise. For such problems, we proposed a learning method that combines
decision tree making method (C4.5) and genetic programming. To verify the validity
of the proposed method, we develop two different medical diagnostic systems. One is
a medical disgnostic system for the ocourrence of hypertension, the other is for the
meningoencephalitis. We compared the results of propose method with prior ones.

3.1 Introduction

Now, we have a lot of huge databases about various fields. And we want to get new
knowledge from them. Bunowledge Discovery in Databases (IKDDY) is one of such topics.
The KDD process contains following steps [Lin 1998a, Lin 19958h, Berry 1997]. [See
also fgure 3.1.)
1. data warehousing,
2. target data selection,
3. cleaning,
4. projection and reduction,
2. mode]l selection,
G. data mining,
r. evaluation and interpretation,

& consolidation of the discovered information
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Figure 3.1: Flowchart of KDD Process
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Drata warchousing step means data collecting from a lot of different sources (they are a
kind of database.) depend on applving applications. Target data step selection means se-
lect data to make a dataset. Cleaning step means adjusting dataset with deleting missing
values and low association values. In model selection step, we need decide best mod-
eling expression and modeling algorithms (classification or pattern matching algorithm
for application. In data mining step, we use some modeling algorithms [classification
or pattern matching algorithm), to extract interesting and for useful models. Evaluation
and interpretation step means validating the results and consider them meanings. Final
step, consolidation means arrangement the discovered information for more easy to be
checked and reused.

In common, each step is called following,

o data warchousing =+ data warchousing,

o target data selection, cleaning, projection and reduction = pre-processing,
o modlel selection, data mining=- data mining

o cvaluation and interpretation, consolidation=+ post-processing

For data mining, various techniques have been proposed for the construction of the
inference system using classification learning. In general, the learning speed of a system
using a genetic programming is slow. Moreover, both problem background knowledge
and design skill are demanded for the system designer. However, a learning syvstemn which
can aciuire higher-crder knowledge by adjusting to the environment can be construeted,
because the structure is treated at the same time.

OUn the other hand, a learning system which uses the decision tree can be trained
shorter time than other compared technigques. An effective network structure constructed
b the classification mode]l 1s obtained by decision tree. Dut, there s a problem with
deteriorated classification accuracy when the training data contains noise.

Each technique has advantages and disadvantages like this. In this chapter, we propose
a combining method to construct a classification system trained by combining decision
tree construction methods. It is expected that learning will cecur while mutually making
up for the advantage and the disadvantage of cach technigque.

To wverify the validity of the effectiveness of the proposed learning method, we test
the two learning methods: the decision tree construction method (C4.3), and genetic
programming with automatic function definition (ADEF). It is applied to two medical
diagnostic systems. One is a medical diagnostic system for the occurrence of hypertension,
the other is for meningoencephalitis. We compare the results with prior methods.

The remainder of this chapter is organiezed as follows: Section 3.2 and 3.3 briefly
introduces the decision tree construction algorithm and genetic programming respectively
and how to use in data mining. Section 3.4 presents our proposed method. Section 3.5
presents two experiments of verify the proposed method’s effectiveness. Final Section 5.6
draws conclusions.

3.2 Decision Tree Construction Algorithm

There are some methods of inductive construction model by examining the recorded
classification data and generalizing a specific exauple. The classification learning by



decision tree can achieve certain classification ability in a comparatively short time. C4.5
is one of decision tree construction methods, and it classifies data based on the gain
criterion which selects a test to maximize expected information gain [CQuinlan 1995]. As a
result, important attributes can be collected at the root of the decision tree. hloreover, the
algorithm contains branch pruning by estimating error rates to prevent the construction
of excessively classified decision trees.

In the framework of decision tree construction algorithm, training data is divided to
some subset by decision tree. Each subset has its class and rules. The decision tree can
express easy understanding rules and hierarchical structure of database’s attributes. The
decision tree can use both categorical attributes and numerical attributes for its rules.

A dedision tree has two items.

- leaf: class.

- branch: decision attribute node. Its expresses a checking one attribute value. One
subtree expresses one attribute value checking,

Repeating branch checking from root to leal, a decision tree classifyv database. The
branch is checking its attribute and data’s attribute, the root express that the data
belongs to its leal’™s class. The branch of decision tree express test for dataset. A dataset
is divided by branch’s attribute. YWhen we use decision tree, we check branches attribute
from its root to leal. Some decision construction algorithm can use only binary decision
troe, But C4.5 can construct decision tree in which each branch can have different number
of routes.

The decision tree construction with C4.5 follows the following procedures proposed
by Quinlan [Quinlan 19935].

1. Construction of initial decision tres,
2. DBranch pruning of constructed decision tree.

In the construction step, to decide attribute which is better for branch, information
gain is used. In the branch pruning step, the subtree of decision tree is pruned by redueed
error rate.

(4.5 uses information gain to construct decision tree, and its information gain is
similar to ID3%s one. We show the definition of ID3s information gain, and what is
extended definition from ID3 to C45.

For example, we construct a decision tree from a set T of training cases. It has
the classes be denoted {C),Cy, ... ,Cy}. T is expressed by some possible n test cases
(T, T, ... Tyl

The original ID3 used a criterion called gain, defined below [Quinlan 1993].

Imagine selecting one case at random from a set S of cases and announcing that it
belongs to some class C;. This message has probability

freqiCy, S)
5]
We define S is any set of cases, freq(Cy, S denotes for the number of cases in S that

belong to class Cy, and |S| denotes the number of cases in set S And so the information
it comvens is



. q{g(frqu:C'_;, S:I

5] )biltc.

To get in folT') which measures the average amount of information needed to identify
the class of a case in T. (This quantity is also known as the entropy of the set S.),
caleulating

infolS) = — Zfreqlzcl",, S .1 "-.a(freq;gj, S:I)bils.

We want to get the measurement after 7' has been partitioned in accordance with the
n outeomes of a test X

ai=1

anO‘Ll:T:I = Z |T|

The quantity

gain( X =info(T) —infox (T

measures the information that is gained by partitioning 7' in accordance with the test
X. The gain criterion means selecting a test to maximize this information gain.

For some cases, its gain criterion is good criterion for selecting of a test attribute.
But if an attribute has a lot of cases, its criterion is bigger than other test’s criterion.
Because, if we use such attribute for test, most of data is divided by its only one tests
for many small sets.

(4.5 15 extended to express of the gain eriterion which can have a kind of normalization
bias. So, the definition of in foS] is modified as follows.

o,
i ey)

split info( X) = Z

And, the definition of gain ratiof X) is modified as follows.

gain ratio( X) = gain(X)/split info( X

Its gain ratiol X | is considered the ratio of useful part of information for calcification.
The implementation of C4.5 contains three types of tests by gain ratio.

The “standard” test on a discrete attribute, with one outeome and branch for each
possible value of that attribute.

A more complex test, based on a discrete attribute, in which the possible values are
allocated to a v umblt: number of groups with one outcome for each group rather
than each value.



- If attribute A has continnous numeric values, a binary test with outeomes A < 7
aud A > 7, based on comparing the value of A against a threshold value Z.

Using these tests, C4.5 can use multi-value attributes and continnous attributes, A
division process has the minimum number of splitting training cases. Its number can
restrict self~evident division and too small division.

The construction process of C4.5 continues until dataset of subtree contains only single
class. Dy this process, very complex tree and “overfites the data” tree are produced. C4.5
15 pruned its decision tree that we expect reduction of tree siee and abatement of overfites
the data. The pruning of C4.5 applies for each decision tree’s subtree from leaf. We
evaluate each efficiency by using predicted error rate, before exchanging from subtree to
leaf and after exchanging. If difference of predicted error rates is less than its threshold,
the subtree is replaced by leaf. This process is repeated to root node, recursively, Using
predicted error rate s considered for dealing with unknown dataset. The decision tree
processed by such pruning, is expected that its size becomes small, and it has effectiveness
for unknown dataset.

In the decision tree construction method by C4.5, the decision tree is constructed with
the recurrent division of the training data. Therefore, there is a possibility of constructing
a different decision tree when the pumber of training data is modified. In general, using
a large number of training data tends to construct a more complex decision tree.

3.3 Genetic Programming

Genetic programming (GP) is a learning method based on the natural theory of evolution,
and the How of the algorithm is similar to genetic algorithm (GA). The difference between
G and GA Is that G has extended its chromosome to allow structural expression using
funetion nodes and terminal nodes [Foea 1992a, Koea 1994b]. Using function nodes and
terminal nodes, GP can search hierarchical computer programs by undergoing adaptation.

5" can be used for a search problem if its problem can be expressed as computer
programs. GP's search space depend on function nodes and terminal nodes.

In using G to a problem, GP has five major preparatory steps. The five steps are
followings.

. the set of terminals

]

. the set of primitive functions
3. the fitness measure
4. the parameters for controling the run

. the method for designating a result and criterion for terminating a run

o

The decision tree construction with GP is given by the following procedures.

l. An initial population is generated from a random grammar of the function nodes
and the terminal nodes defined for each problem domain.

2. The fitness value, which relates to the problem solving ability, for each individual
of the G population is caleulated.



3. The next generation is generated by genetic operations.

(a) The individual is copied by fitness value (reproduction).
(b A new individual is generated by intersection (crossover).

(e] A new individual is generated by random change [mutation).

4. If the termination condition is met, then the process exits, Otherwise, the process
repeats from the caleulation of fitness value in step 2.

In this chapter, the tree structure is used to express the decision tree. Therefore, we
express the decision tree by using each attribute value and the class name as the terminal
node and the condition sentence as the function node. (See example in figure 3.2) We
defined some expressions for decision trees. In Figure 3.2 decision tree s expressed like
LISP-code. “RPLE" is defined as main GIF tree. BDoth “ADIFO” and “ADIT" are defined
as each ADI tree. “IFLTE", “IFEC)” are function nodes. These functions requires four
arguments, argl, arg2, argdandargd. The definitions of them are followings.

-

(IFLTE argl, arg2, argd, argd) if argl is less than or equal to (<) arg? then evaluate
argd, else then evaluate argd

(IFEC) argl,arg2, argd, argd) if argl is equal tof=) arg2 then evaluate arg3d, else then
evaluate arg4d.

A, B, Cand D express the attribute values from database. “T7 and “F" express attribute
value, and “N7 and “P7 express class name.

Using these expressions, GIP can use database attributes more easily. Moreover, GI?
can apply continuous attributes. However, in general, database attributes are a lot of
numbers, so GP’s learning spesd may become more slowly. The definition for continuous
attributes may be cause of slow learning speed. It has trade-off relation between learning
specd and expression compatibility.

Ordinarily, there is no method of adequately controlling the growth of the tree, because
" does not evaluate the size of the tree. Therefore, during the search process the tree
may become overly deep and complex, or may settle to a too simple tree. There has been
research on methods to have the program define functions itself for efficient use. One
of the approaches is automatic function definition {or Automatically Defined Funetion:
ADF), and this is achieved by adding the gene expression for the function definition
to normal GP [Koga 1994a). By implementing ADE, a more compact program can be
produced, and the number of generation cyveles can be reduced. More than one ADI can
be defined in one individual.

In addition, the growth of the tree is controlled by evaluating the size of the tree. For
example, an approach based on minimum deseription length (MDL) has been proposed
concerning the evaluation of the size of the tree. In this chapter, we used the classification
success 1atio [ fra.r ) and the number of composed nodes ( frogesq ), to define the fitness
of the individual { fimessin -

f,.’f-!m‘.:.:[n] = aflll'l:-!.'![.ll:l L |:I- - Oé:l f.lll'.l!l'!'.'![.ll]
a is weight defined by (0 = o = 1).

Here, two things are expected. One is that accuracy of the decision tree is raised while
avoiding over-training in GP. And the other is that the decision tree generated can be
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Figure 3.2: Expression of GI's Chromosome
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made comparatively compact. The fitness value and rule size of the best individual
is influeneed by the weighting of suecess rate or node size. We set weight o by pre-
experiment .

3.4 Proposed Combined Learning Method

The classification learning by the decision tree can be trained in a short time, but when the
noise is contained in the training data, the classification ability is rapidly deteriorated. On
the other hand, a high classification ability is obtained by GP through training structural
information, but more learning time is needed as the degree of learning freedom increases.

For such problems, we propose a combined learning method that combines the decision
treve method (C43) and genetic programming.  The proposed method consists of the
following three steps:

1. Iirst, using 4.5, construct appropriate decision trees,

2. Mext, penerate the genetic programming population which includes initial individ-
nals copverted from the decision trees.

3. Train the genetic program to construct the classification system.

It is observed that the discursive accuracy of classification becomes highly improved by
the emergent property of interaction between two combined methods.

An outline of our proposed method is shown in fgure 3.3,

When the decision tree is taken into the initial population of GP, it 1s necessary
that variety in the initial population is not upheld [Nilmi 1999a]. To ensure a variety
of patterns taken into the initial population, we created decision trees by C4.5 using
different number of training data.

In this GP, the classification syvstem is expressed by decision tree. If you need de-
cision rules, it Is easy to convert from trees to rules by the process proposed by Cuin-
lan [Quinlan 1993].

The key ideas of Quinlan’s conversion process are following,.

- Ewvery path from the root of an unpruned tree to a leal gives one initial rule. The
left-hand side of the rule contains all the conditions established by the path, and
the right-hand side specifies the class at the leaf.

- Each such rule is simplified by removing conditions that do not seem helpful for
discriminating the nominated class from other classes, using a pessimistic estimate
of the accuracy of the rule.

- For each class in turn, all the simplified rules for that class are sifted to remove
rules that do not contribute to the accuracy of the set of rules as a whole.

- The sets of rules for the classes are then ordered to minimize false positive errors
and a default class are chosen.

A decision tree can express feature of all data. On the other hand, it is difficult to

express feature of all data by using a rule except using rule sets. GIY is evaluated by all

training data checking as one element of fitness funetion. One GIP's individual need to
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Figure 3.3: Flowchart of Approach of Proposed Combined Learning



express feature of all data, then we use GIP as decision tree. If vou need classification
rules, it is easy to use GIP that classification rules are converted from decision tree after
GIs decision tree learning. (Refer to figure 3.4.)

The conversion from GIP's tree to rules is an effective approach as post-processing of
data mining. GIP’s tree often containg meaningless rules or useless rules because GP's
structure expression has high Hexibility and main GF operations are based on probability
operations. For this problem, many approaches have been proposed, for example, moddi-
fied scheme of G5 individual expression, expanded genetic operation, pruning operation
on G learning [Niimi 1999¢]. But these techniques may become over-head operation on
GP learning. In our proposed method, GP's initial population is improved and unless
search is reduced, by taking C4.5 results into GIP%s initial population. In addition, con-
version from decision tree to classification rules as post-processing, can be remove unable
expressed rules and unable explained rules.

For conversion from decision tree to classiication rules as post-processing, we propose
the following steps.

1. prune meaningless subtree in decision tree by GP

]

. convert from tree to rules using C4.5 rule conversion method
3. remove meaningless rules or unable explained rules
4. check the rules by expert

Some exanples of 1, are “ifA = Athen...”, “if A = BthenCelseC". An example of
2_ is comparative equation which is overHowed input data range.

The other consideration is caleulation increasing by combined method. GIP is most
heavy caleulation in the following four caleulations, C4.5, conversion from C4.5 to GP,
&, conversion from GI to rules. The GIP's caleulation is far heavier compared with the
other caleulations. For such reason, the incresse of caleulation in the combined method
is able to be actually ignored by GP caleulation. For implementation of GP, both the
set of terminals and the set of functions can be automatically defined by C4.5°5 result.
For fitness function, general definition of evaluation tree can be used. DBy this way, our
proposed method malkes GP's implementation more easily, and the implementation times
can be reduced.

3.5 Applications to Medical Diagnostic System

To verify the validity of the proposed method, we developed two different medical diag-
nostic systems. One is a medieal disgnostic system for the ocourrence of hypertension,
the other is for meningoencephalitis. The occurrence of hypertension database contains
a lot of continuous attributes. In experiment, continuous attributes are converted binary
Ly threshold which is learned by GP. In general, it is difficult to use continuous values
in G, 5o this experiment s valuation for database which contains a lot of continuous
attributes. The meningoencephalitis experiment contains many categorical attributes.
In general, a lot of definition node makes G slowlyv. 5o this experiment is validation
for database which contains many attributes. We compared the results of the proposed
method with prior ones. We got some comments for our results from domain experts.
(In these case, domain expert means doctor.)
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(IFEQ INpUt2,Y) mm (IFEQ INput3, v) _{IFICiIﬂpuH,y]l —

I else — N

else Y

else M
Convert

(Input2 = y) and (Input3 = y) and (Input1 = y) then ¥
(Input2 = y) and (Input3 = y} and (Input1 !=y) then N
(Input2 = y) and (Input3 != y) then Y

(Input2 !=y) then N

Figure 3.4 Convert from Decision Tree to Rules
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The database used for the occurrence of hyvpertension contains fifteen input terms
and one output term. There are two kinds of Intermediate assumptions between the
input terms and the cutput term [Iehimura 1997, Niimi 1999¢]. Among the input terms,
ten terms are categorized into a biochemical test related to the measurement of blood
pressure for past five years, and the rest are “Sex”, “Age”, “Obesity Index”, “y-GTP",
and “Volune of Consuming Alechol”. One output term represents whether the patient
has had an attack of hypertension for the input record. The database has 1024 patient
records. In this chapter, we selected 100 ocourrence data and 100 non-occurrence data
b random sampling, and this was used as the training data.

The parameters for GP used the following. (Refer to Table 3.1.) In this experiment,
only a small percentage of GIF individuals could be used as decision trees due to the large
pumber of node types and large freedom for tree construction.  Moreover, most of the
input data have continuous value attributes. This seems to have cansed the decrease in
the fitness value of the GP search close to that of a random search. It was confirmed that
the decision tree taken in as an initial individual was succeeded to the best individual,
and it can be concluded that this influenced the inprovement of the learning efficiency.
(The results shown in Table 3.2, Figure 3.5, Figure 3.6.) The number of nodes in Table
3.2, and Figure 3.6 are not contained unused ADIT tree.

The meningoencephalitis database is a medical treatment database concerning the dis-
crimination diagnosis of meningoencephalitis. It consists of 140 patients. The database
is described by 34 attribute about the past illness history, phyvsical examinations, labo-
ratory examinations, diagnosis, therapies, clinical courses, final status, and risk factors.
The two classifications were bacillus and virus meningitis [Tsumoto 1999b, Niimi 2000d].
In this chapter, 32 attributes regarding sex, ages, ete. were used as well.

The parameters for GP used the following. (Refer to Table 3.3.) For this experiment,
all methods achieved high accuracy, the medical database had removed noise well, and
many attributes have discrete values. or the construction of decision tree by ADE-
&I only, the fitness value did not inerease quickly, but for construction of decision tree
Ly combined ADF-GP and C4.5, the decision tree reached high accuracy comparatively
quickly. It was confirmed that the decision tree taken in as an initial individual was sue-
ceeded to the best individual, and influenced the improvement of the learning efficiency.
(The results shown in Table 3.4, Figure 3.7, Figure 3.8.) The number of nodes in Table
3.4, and Figure 3.8 are not contained unused ADIT tree.

At both of the two experiments, the accuracy of the decision tree, the size, and the
learning speed of our proposed method was obtained better result than normal GPs.
The table of the results shows only generation cycle of GP, the caleulation time of C4.5
and the time for copversion process from C4.5 to GP are shorter than calculation time
for one generation of G DBy this experiment result, an incressing calculation by the
combination was not seen.

The result decision tree of GI' did not contain subtree defined by ADP-GP part. It
is thought that subtree of ADIP-GP worked for saving subtree which is not used for main
tree. The effect is talen in the reduction of tree size of the main tree though it is not a
control of the tree siee which normal ADIF-GEP expects. According to the results of each
method, the result of C4.5 is rellected considerably strongly in the proposed methosd.
This is a result to which it is confirmed that an initial group with good performance
can generate by building in C4.5, and this initial group has a strong influence in the GP
learning,

For two experimental result, the expert comment is “appropriateable result™. And,
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Table 3.1: Parameters of GP (Hyvpertension)

G population 200

Reproduction probability | 0.1

Intersection probability 0

Mutation probability 0.1

Selection methocd Tournamment method

Function node IFLTE, IFEQ), *, /, +, —,
ADLEN, ADE]

Terminal node Attribute value of database such
as SEX and AGE (15 attributes),
PN R

Mumber of training data | P(LO0), N{100)

Number of test data 1024

IFLTEIFIEC: if less than or equal tol =< ).if equal tol=)
ADF0O, ADF1: the function definition gene expanded by ADE
It: randomly generated constant

P, MN: ocourrence (), no-occurrence (V)

Table 3.2: Experimental Result (Reasoning Precision) by Each Techniogue.

training | all data | nodes | penerations
data [ %) (50 (%)
C45 98.5 V.l 29 —
ADFGP T GG 145 14328
C45 2610 514 17 41
+ADI-GP
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Decision Tree
Age <= 42 : bad

Age = 42

Kaku4 <= 69 : N

Kakud > 69 :

Syud > 126 : N

Syu3 <= 126 :

Syu2 >138: P

Syu2 <= 138 :
Kaku4 =83 : P

Kakud <= 83 :

Sake>9:P

Sake <=9

Kaku2 <=88 : N

Kaku2 = 88 : P

Figure 3.5: The Result from C4.5 (Hypertension )
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(IFLTE Age 42 N
(IFLTE Kaku4 83
(IFLTE Syu3 126
(IFLTE Syu2 138 N P) P) P))

Figure 3.6: The Result from C4.5+ADF-GP (Hypertension)
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Table 3.3: Parameters of GI' (Aleningoencephalitis)

= population 200
Reproduction probability | 0.1
Intersection probability 0
Mlutation probability (.1

Tournament method

IFLTE, IFEQ), *, /, +, —,

ADFO, ADE1

Attribute value of database such as
SEX and AGE (32 attributes),
VIRLUS, BACTERIA, R

Number of training data | VIRUS(49), BACTERIA(21)
MNumber of test data 140

IFLTEIFEC: if less than or equal tofl <)l equal tol=)
ADFO, ADF1: the function definition gene expanded by ADI
Il: randomly generated constant

VIRUS, BACTERLA: Virus meningitis and bacillus meningitis

Selection method
Function node

Terminal nocle

Table 3.4 Comparison of Generated Decision Trees [ Number of Nodes and Fitness Value)
b Each Technigque

training | all data | nodes | generations
data [ %) (50 (%)
45 98.6G 943 11 —
ADE-GP BE.G 829 21 LTS
C4.5 957 a7.1 11 GEG
+ADE-GP
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Decision Tree
Cell Poly > 220 : BACTERIA
Cell Poly <= 220

ESR <= 14 : VIRUS

ESR > 14 : BACTERIA

Figure 3.7: The Result from C4.5 [ Meningoencephalitis)
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(IFLTE Cell_Poly 225
(IFLTE N
(- Cell Mono 14) N CT FIND) P)

Figure 3.8: The Result from C454+ADEF-GFP [ Meningoencephalitis)
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other comment is that more interesting rules were contained by normal GIP%s result than
the proposed method’s. This comment is expressed for that GI rules include some inter-
esting attributes {such as sex). A expert do not consider so much some attributes [sex
ete. | to the diagnesis, but it can be understood according to background knowledges.
The result is proof of the idea that an unexpected rule comes out easily by GP's proba-
bility operations. However, it seems that GIP's probability operations could not present
the effect by the influence from the initial individual taken from C4.5 in the proposed
method. In general, unexpected rules can be applied only small number of data. There-
fore, it is thought that our fitness function cannot express unexpected rules well. The
accuracy of an unexpected rule and the decision tree becomes the relation of the trade-off.
It is necessary to design fitness function which can strongly express the unexpectedness
to generate an unexpected rule by using the proposed methocd.

In our proposed method, it 15 not necessary to consider about the inside of each al-
gorithm. We think about C4.5 as the technique to construct the decision tree with the
database and GI as the technique which can take the decision tree and can construct
the decision tree with the database. Therefore, even if other decision tree constructing
technicques are used nstead of C4.5, the proposed method can be applied. It is thought
that considering only to the method combination without considering each internal al-
gorithm, it is possible to construct the combination learning method by using proposed
method’s analogy.

3.6 Conclusive Discussion

In this chapter, we proposed a decision tree construction method combined with C4.5
and GP. The proposed method has three steps. First, using C4.5, construct appropriate
decision trees. Next, generate the genetic programming population which includes ini-
tial individuals converted from the decision trees. Finally, train the genetic program to
construct the classification system.

The proposed method has some advantages. The first advantage is that the proposed
method can improve decision tree’s accuracy. The second advantage is that its learning
specd becomes faster than normal GP's. The third advaatage is that the design of a
penetic programming becomes easyv. And, it is possible to correspond also to datasets
with a lot of numbers of data and attribute which contains the continuous value which is
not, treated easily by normal GP. It can be consider that method combination makes cal-
culation heavier. But, the proposed method can save its combination overhead. Because
it is controlled be the result of C4.5, there is a possibility that unexpected rules may not
be extracted than a normal genetic programming,

We experimented by using two kinds of medical datasets to verify of proposed methosd.
The domain experts gave the evaluation and comments on the results. The problem was
taken up two things. One is intended for dataset which contained a lot of continuous
values. The other is intended for dataset with a lot of numbers of attributes. We compared
the results of three methods (using C4.5 only, using ADF-GI only, and using combined
4.5 and ADF-GP using the proposed method ).

In the proposed method, the decision tree has been improved compared with GI
and C4.5. The number of generations until best individual has been improved. The
combination overhead was able to be disregarded because of the speed improvement of
S



It can be concluded that the proposed method is more effective method as the decision
tree construction method from the database.
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Chapter 4

Combined Method of Genetic
Programming and Association Rule

Algorithm

CGenetic programming (GF) usually has a wide search space and a high Hexibility, So, GP
may search for global optimum solution. Dut, in general, G learning speed is not so
fast. Apriori Algorithm is one of association rule algorithms. It can be applied to large
database. Dut, it is difficult to define its parameters without experience. We propose
a rule generation techninque from a database using GP combined with association rule
algorithim. It takes rules generated by the association rule algorithm as initial individoal
of G, The learning spesd of GIY s improved by the combined algorithm.  To verify
the effectiveness of the proposed method, we apply it to the decision tree construction
problem from UCT Machine Learning Repository, and rule discovery problem from the
ocourrence of hypertension database. We compare the result of proposed method with
Prior ones.

4.1 Introduction

EDD and data mining were explained in the previous chapter, and the advantage which
used genetic programming for data mining was deseribed. The technigque by which genetic
programming was combined with the decision tree construction techniogue was proposed.
It is easy to understand fairly complex knowledge because the decision tree expresses
knowledge by using the hierarchical structure. However, growing the decision tree makes
understanding the whole knowledge to become difficult. Therefore, it has possibility
to miss relations between attributes in largescale data mining. In this chapter, we
think that genetic programming is applied to large-scale data mining. Largescale data
mining should understand the relations between a lot of attributes. Then, we think the
association rules are used for data mining. The association rule is not classification rule,
and it expresses a rule of cooceurrence relations between attributes. Therefore, using
association rules can easy to understand co-occurrence relations between attributes.

The feature of genetic programming has already been described in Chapter 2. In
Chapter 5, the decision tree was used as an individual expression, but the association
rule is taken in this chapter.

On the other hand, there is the Apriori algorithm [Terabe 2000], a rule generating

4



technioue for large databases. This is an association rule algorithm. The Apriori al-
gorithm uses two values for rule construction: a support value and a confidence value.
Depending on the setting of each index threshold, the search space can be reduced, or the
candidate number of association rules can be increased. However, experience is necessary
for setting an effective threshold.

Both techniques have advantages and disadvaatages as above. In this chapter, we
propose an extended genetie programming using apriori algorithm for rule discovery, By
using the combined rule generation learning method, it is expected to construct a system
which can search for flexible rules in large databases.

To wverity the effectiveness of the proposed method, we discuss the learning method
brv genetic programming combined with the association rule construction method by the
Apriori algorithm and the automatically defined function technique.  We apply it to
the decision tree construction problem from UCT Machine Learning Repository, and rule
discovery problem from the cceourrence of hypertension database. We compare the result
of proposed method with prior ones.

The remainder of this chapter is organiezed as follows: Section 4.2 and Section 4.3
briefly introduces the Apriori and genetic programming respectively and how to use in
data mining, Section 4.4 presents our proposed method. Section 4.5 presents two exper-
iments for validation and we discuss the results. Final Section 4.6 draws conclusions.

4.2  Algorithm of Association Rule Construction

The association rule is one of the expressions which are often used by the basket analysis.
In the association rule analysis, each case generally targets the transaction form data.
The transaction form data is item set as a minimum unit of the data description. Co-
occurrence pattern among item sets in the case is extracted as an association rule. {4.1) is
one of association rule samples. The association rule expresses as co-occurrence pattern
of the item set in the case data [Kitsuregawa 1997, Terabe 2000].

B=H (4.1)

B s ooneditions of association rule.

H s conclusions of association rule.

Dy the ordinary analysis technicque, a lot of caleulation time needs to extract the
association rule from a large database. The Apriori algorithm can extract the association
rule from a large database by achieving the high efficiency of the search in realistic time.

In the basket analysis, there are two kev principles which are called the monotonicity.

o If a set of items S is frequent [appears in at least fraction s of the baskets), then
eviery subset of S is also frequent.

o Conversely, a set S cannot be frequent unless all its subsets are.

The following ideas can be used to find the basket’s frequent itemsets in the basket
analysis [Ullman 2000].

1. Proceed levelwise, finding first the frequent items (sets of size 1), then the frequent
pairs, the frequent triples, ete. In our discussion, we concentrate on finding frequent
pairs because:



(a) Often, pairs are enough.
(b) In many data set, the hardest part is finding the pairs; proceeding to higher
lewvels talkes less thme than finding frequent pairs.

2. Find all maximal frequent itemsets (ie., sets S of any size, such that no proper
superset of S is frequent) in one pass or a few passes.

The following is taken from [Agrawal 1993, Agrawal 1994]. The algorithm called Apri-
orl algorithm.

1. Given support threshold s, in the first pass we find the items that appear in at least
fraction s of the baskets. This set is called L), the frequent items. Presumably there
is enough main memory to count occurrences of each item.

2. Pairs of items in L; become the candidate pairs C; for the second pass. We hope
that the size of C; is not so large that there is not room in main memory for an
integer count per candidate pair. The pairs in C; whose count reaches s are the
frevpuent pairs, La.

3. The candidate triples, C; are those sets {A, B, C'} such that all of {A, B}, {A, C1,
and {B,C} are in L. On the thivd pass, count the occurrences of triples in Cj;
those with a count of at least s are the frequent triples, Ls.

4. Proceed as far as you like {or the sets become empty). L; is the frequent sets of
sige 13 Cia 15 the set of sets of sige ¢ + 1 such that each subset of size ¢ s in L;.

In the Apriori algorithm, the candidate of the association rule is evaluated by using
two values, support value and confidence value, while searching for the association rules.
The support value of association rule R (sup(R)) is defined as (4.2). The confidence value
of association rule R (sup(R)) is defined as (4.3).

sup{R:B = H) = w (4.2)

n(B ) H) means a number of cases containing B or H items, N means a number of
all cases, and B H = .

n(BIJH)
n(B]

n(B|J H) means a number of cases containing B or H items, n(B) means a number
of cases containing B items, and B 1 H = (.

The Apriori algorithm, for support value and confidence value, 1s used minimum
support value and minimum confidence value as those thresholds, I a candidate of
association rule cannot fill these minimum values, we assume that its rule expresses low
association. Then, its rule is excluded evaluation to reduce search space consecutively.
Therefore, the Apriori algorithm can search faster than the other association rule analysis
techniogues.

Dy operating each minimum value, the candidate number of association rule can be
increased or the range of the search space can be reduced. However, it is possible that an
unexpected rule cannot be extracted by reducing the range of the search space. Moreover,
the load of the expert who analyzes the rule increases when there are a lot of association
rule candidates, and it is a possible that it becomes difficult to search for a useful rule.

conf([R:B = H) = (43)
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4.3 Genetic Programming

Genetic programming (GP) is a learning method based on the natural theory of evolution,
and the flow of the algorithm is similar to genetic algorithm (GA). The difference between
G and GA Is that G has extended its chromosome to allow structural expression using
funetion nodes and terminal nodes [Foea 1992a, Koea 1994b]. Using function nodes and
terminal nodes, GIF can search hierarchical computer programs by undergoing adaptation.

5" can be used for a search problem if its problem can be expressed as computer
programs. GP's search space depend on function nodes and terminal nodes.

In using G to a problem, GP has five major preparatory steps. The five steps are
followings.

. the set of terminals

]

. the set of primitive functions
3. the fitness measure

4. the parameters for controling the run

o

. the method for designating a result and criterion for terminating a run
The decision tree construction with GIF is given by the following procedures.

1. An initial population is generated from a random grammar of the function nodes
and the terminal nodes defined for each problem domain.

2. The fitness value, which relates to the problem solving ability, for each individual
of the G population is caleulated.

3. The next generation is generated by genetic operations.

(a) The individual is copied by fitness value (reproduction).
(b A new individual is generated by intersection (crossover).

(€] A new individual is generated by random change (mutation).

4. If the termination condition is met, then the process exits. Otherwise, the process
repeats from the caleulation of fitness value in step 2.

Iu this chapter, the tree structure is used to express the decision tree. Therefore, we
express the decision tree by using each attribute value and the class name as the terminal
node and the condition sentence as the function node. (See example in figure 4.1) We
defined some expressions for decision trees. In figure 4.1, decision tree is expressed like
LISPcode. “RPE" is defined as main GP tree. Both “ADF0” and “ADF17 are defined
as each ADL tree. “IFLTE", “IFECQ)" are function nodes. These functions requires four
arguments, argl, arg2, argiandargd. The definitions of them are followings.

-

(IFLTE argl, arg2, argd, argd) if argl is less than or equal to (<) arg2? then evaluate
argd, else then evaluate argd

(IFEC) argl,arg2, argd, argd) if argl is equal tof=) arg2 then evaluate arg3d, else then
evaluate argd.



RPB:
(IFLTE A"T"
(IFEQB"T"
(IFEQ C "F" N P) ADFO) P) P)

ADFO:
(IFEQ D "F" P N)

ADF1:
C

Figure 4.1: Expression of GI''s Chromosome

48



AL D, Cand D express the attribute values from database. “T7 and “I™ express attribute
value, and “N7 and “P7 express class name.

Using these expressions, GP can use database attributes more easily. Moreover, GP
can apply continuous attributes. However, in general, database attributes are a lot of
numbers, so GP’s learning spesd may become more slowly. The definition for continuous
attributes may be cause of slow learning speed. It has trade-off relation between learning
specd and expression compatibility.

Ordinarily, there is no method of adequately controlling the growth of the tree, because
GP does not evaluate the size of the tree. Therefore, during the search process the tree
may become overly deep and complex, or may settle to a too simple tree. There has been
research on methods to have the program define functions itself for efficient use. COne
of the approaches is automatic funetion definition {or Automatically Defined Funetion:
ADF), and this is achieved by adding the gene expression for the function definition
to normal GP [Koga 1994a). By implementing ADE, a more compact program can be
produced, and the number of generation eyveles can be reduced. More than one ADE can
be defined in one individual.

In addition, the growth of the tree is controlled by evaluating the size of the tree. For
example, an approach based on minimum deseription length (MDL) has been proposed
concerning the evaluation of the size of the tree. In this chapter, we used the classification
suceess ratio [ figa ) and the number of composed nodes [ fogesiq) ). to define the fitness
of the individual (fanessin -

f,.’f-!m‘.:.:ljll = aflll'l:-!.'ll.lll T |:I- - Oé:l f.lll'.l!l'!'.'!|.ll|
a is weight defined by (0 = o = 1).

Here, two things are expected. One is that accuracy of the decision tree is raised while
avoiding over-training in GP. And the other is that the decision tree generated can be
made comparatively compact. The fitness value and rule size of the best individual
is influeneed by the weighting of suecess rate or node size. We set weight o by pre-
experiment.

4.4 Approach of Proposed Combined Learning

Apriori Algorithm can be applied to large database. Dut, it is difficult to define its
parameters without experience. On the other hand, a high classification ability is obtained
b GI through training structural information, but more learning time is needed as the
degree of learning freedom increases.

It is observed that the discursive accuracy of classification becomes highly improved
Ly the emergent property of interaction between two combined methods.

To make up for the advantage and the disadvantages of the Apriori algorithm amd GF,
we propose a rule discovery technigque which combines GP with the Apriori algorithm. By
combining each technique, it is expected searching for fexible rules from a large database.
An outline of our proposed technigque is shown in figure 4.2,

The following steps are proposed for the rule discovery techninue.

1. Iirst, the Apriori algorithim generates the association rule.
2. Next, the generated association rules are converted into decision trees which are

taken in as initial individuals of GP. The decision trees are trained by GP learning,
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Apriori Algorithm

Association Rules

Y

Conversion(rules -> trees)

'

Genetic Programming

l Decision Tree

Accroding to the Observations...

Conversion(trees -> rules)

Classification Rules

\

Figure 4.2: Flowchart of Approach of Proposed Combined Learning
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3. The final decision tree is converted into classification rules.

This allows effective schema to be contained in the initial individuals of GP. As a
result, it is expected to improve the GPs learning speed and its classification accuracy.

For conversion from the association rules into decision trees, we use the following
procedures. (Refer to figure 4.3.)

1. Ior the first process, the route of the decision tree is constructed, assuming the
conditions of the assoclation rule as the attribute-based tests of the decision tree.

2. In the next process, the conclusions of the association rule is appended on the
terminal node of this route.

3. inally, the terminal nodes which are not defined by the association rule are assigned
candidate nodes at random.

In this copversion, one decision tree s converted by one rule. When the decision tree is
taken into the initial population of G it is necessary that variety in the nitial population
is not upheld [Niimi 1999a). Because Apriori algorithm can make a lot of rules, it is easy
to maintain the variety of an initial population of GP. To later GP learning, the accuracy
of the decision tree need not be so high though it is possible to convert the decision tres
with higher accuracy from more rules. Moreover, becanse the rules only have to be able
to be extracted for GIP's initial population, the number of rules is not so necessary.

In this G, the classification system is expressed by decision tree. I vou need deci-
sion rules, it is easy to convert from trees to rules by the process proposed by CQuinlan
[Quinlan 1993].

The key ideas of Cuinlan’™ conversion process are following,

o Every path from the root of an unpruned tree to a leaf gives one initial rule. The
left-hand side of the rule contains all the conditions established by the path, and
the right-hand side specifies the class at the leaf.

o [ach such rule is simplified by removing conditions that do not seem helpful for
discriminating the nominated class from other classes, using a pessimistic estimate
of the accuracy of the rule.

e I'or each class in turn, all the simplified rules for that class are sifted to remove
rules that do not contribute to the accuracy of the set of rules as a whole.

o The sets of rules for the classes are then ordered to minimise false positive errors
and a default class are chosen.

In the proposed technigque, a large number of rules made from Apriori algorithm can
be brought together by GP. The rules are made from Apriori algorithm, the decision tree
is learned by GFP, and the result is converted into the rules. This algorithm seems to cause
the over-head in this operation seemingly by a lot of conversions. DBut, a decision tree
can express feature of all data. On the other hand, it is difficult to express feature of all
data by using a rule except using rule sets. GF is evaluated by all training data checking
as one element of fitness function. One GP's individual need to express the classification
rule set of all data, then we use GI' as a decision tree. If vou need classification rules,
it 15 easy to use GI that classification rules are converted from decision tree after G
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(Input1 = a) and (Input2 = b) and (Input3 = c¢) then Y

Convert

(IFEQ Inputi, a) === (IFEQ Input2, b) === (IFIQ Input3, ) ==Y |

I glog ———— [

else Y

else M

Figure 4.3: Convert from Association Rules to Decision Tree



(IFEQ INpUt2,Y) mm (IFEQ INput3, v) _{IFICiIﬂpuH,y]l —

I else — N

else Y

else M
Convert

(Input2 = y) and (Input3 = y) and (Input1 = y) then ¥
(Input2 = y) and (Input3 = y} and (Input1 !=y) then N
(Input2 = y) and (Input3 != y) then Y

(Input2 !=y) then N

Figure 4.4 Convert from Decision Tree to Rules
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decision tree learning. (Refer to figure 4.4.) Moreover, because GI? is learned after the
rules are extracted, the rule which contains a continuous value can be easily learned.

The rule which contains a continuous value is learned by the change of the threshold
in the function node of GP.

The conversion from GIP's tree to rules is an effective approach as post-processing of
data mining. GIP% tree often contains meaningless rules or useless rules because GP's
structure expression has high Hexibility and main GF operations are based on probability
operations. For this problem, many approaches have been proposed, for example, modi-
fied scheme of G5 individual expression, expanded genetic operation, pruning operation
on G learning [Niimi 1999¢]. But these techniques may become over-head operation on
&I learning. In our proposed method, GP's initial population is mproved and uoless
search s reduced, by taking Apriorl algorithm results into GIPP's nitial population. In
addition, conversion from decision tree to classification rules as post-processing, can be
remove unable expressed rules and unable explained rules.

For conversion from decision tree to classiication rules as post-processing, we propose
the following steps.

1. prune meaningless subtree in decision tree by GP

]

. convert from tree to rules using C4.5 rule conversion method
3. remove meaningless rules or unable explained rules
4. check the rules by expert

Some exanples of 1. are “ifA = Athen...”, “if A = BthenCelseC”. An examnple of
2_ is comparative equation which is overHowed input data range.

The other consideration is caleulation increasing by combined method. GIP is most
heavy caleulation in the following four caleulations, Apriori algorithm, conversion from
rules to GP, GP, conversion from GIP to rules. The GIP's caleulation is far heavier com-
pared with the other caleulations. or such reason, the increase of caleulation in the
combined method is able to be actually ignored by G caleulation. For implementation
of GIF, both the set of terminals and the set of functions can be automatically defined by
Apriori alporithm’s result. For fitness funetion, general definition of evaluation tree can
be used. DBy this way, our proposed method makes GIP's lnplementation more easily, and
the implementation times can be reduced.

4.5 Apply to Decision Tree Construction from Database

T verify the validity of the proposed method, we applied it to the housevwotes data from
UCT Machine Learning Repository [Blake 1995], and medical database for cceurrence of
hypertension [Ichimura 1997, Niimi 1999¢]. From here on all oceurrence of GP uses Au-
tomatically Defined Function Genetic Programming (ADF-GI) [Koza 1994a] including
the proposed method. In the proposed method, we took the association rule generated
b Apriori algorithm as initial individuals of GIP. We compared the results of the pro-
posed method against G We did oot compare GIP with the Apriord algorithim because
of the difference of the expression such as rules and decision trees | We use house-votes
database as small test database expressed by discrete values, and hypertension database



as large test expressed by continuons values. Validity of the expert (doctor) was had to
be evaluated to the result concerning the experiment on hypertension.

For evaluation, we used housevotes data from UCL Machine Learning Repository
[Blake 1998]. We compared the results of the proposed method with GP. The evaluation
data contains 16 attributes and 2 classes. The attributes are for example “handicapped-
infants” and “water-project-cost-sharing ™ ete. Thev are expressed by 3 values: v 7,
“n”, and “7". And the 2 classes are “democrat” and “republican 7. 50 cases out of the
total 435 data of house—votes were used for training data.

We extracted the association rule from the database by the Apriori algorithm. We
applied the Apriori algorithm to a data set excluding data with the "7 value, because
7 walue means “others™ . In the following experiment, we used minimum support value
(= 30) and minimum confidence value (= 90, As a result of the experiment, 75 rules
wiere generated.

Next, the above generated 7o rules were taken into the initial individual. Table 4.1
was used concerning the parameter of GP in each experience. In 4.1, GP makes “v" and
“dlemocrat”, “n” and “republican” to the same treatment as dividing attributes because
of monunting, The result of the evaluation of each fitness value is shown in figure 4.5, and
the result of best individual is shown in table 4.2, The best decision tree of each method
is shown by figure 4.6, figure 4.7. In these tables do not contain unuseful branches using
post-processing.

By using G, fitness value did not improve rapidly. However, the proposed method
showed fast learning and achieved high accuracy. Comparing the best individual results,
the proposed method showed better results than GI, except for accuracy against the
training data. Concerning the results of training data, GP may have shown overfitting,
Furthermore, in figure 4.5, GP's fitness value did not change at 100-300 generations.
We consider this no-learning term was caused by overfitting. But its proof could not be
obtained by only this result.

The rules were converted from the constructed decision tree removing invalid rules
and meaningless rules. The rules’ total accuracy was 94.8%.

We applied a medical diagnostic system for the ocourrence of hypertension. We com-
pared the results of proposed method with GP. Most of the data values are expressed as
continuous values, and the size of the database is larger than the house—votes database.
The domain expert gave the evaluation and comments on the results.

The occurrence of hypertension database contains 15 input terms and 1 output term.
There are 2 kinds of intermediate assumptions between the input terms and the output
term [lehimura 1997, Niimi 1999¢]. Among the input terms, 10 terms are categorized
into a biochemical test related to the measurement of blood pressure for past five vears,
and the other terms are “Sex”, “Age”, “Obesity Index”, “y-GTP”, and “Volume of
Alcohol Consumption™. 1 output term represents whether the patient has an attack of
hypertension for the input record. The database has 1024 patient records. In this chapter,
we selected 100 occurrence data and 100 no-oceurrence data by random sampling, and
this was used as the training data.

The association rule has been extracted from the database by the Apriori algorithm.
The Apriori alporithm was used after these attributes had been converted into binary
attributes using the average of each data, because the continuous value attributes were
included in this database. To search for the relationship between the minimum support
value and the minimum confidence value and the number of rules, we experimented with
the threshold patterns. (Refer to the result table 4.3 ) In the following experiment, we

o
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Table 4.1: Parameters of GP{House—votes)

I population 200

Reproduction probability | 0.1

Intersection probability 0

Slutation probability (.1

Selection method Tournament method

Function node IFEC), ADEFO, ADI]

Terminal node Attribute value of database
(16 attributes), v, n, 7,
democrat, republican

Number of training data | democrat:31, republican:19

Mumber of test data 435

IFEC: if equal to (=)
ADFO, ADF1: the function definition gene expanded by ADI
¥, m, T wves(v), noln), others(7)

Table 4.2: Experiment Dest Individuals Result (Housesotes).

training [ %) | all data [ %) | nodes | depths | generations
ADF-GI 1000 5.0 11 3 DEG
Apriori + a5.0 929 a 2 235
ADFGP
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Figure 4.5: Evaluation of Each Fitness Value (Training Data)
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Figure 4.7: The Result from Apriori+ADF-GP (House-votes)



used minimum support value (= 30) and minimum confidence value (= 90).

Mext, the 33 rules generated by the Apriori algorithm were taken into the initial
individual. The continuous values are learned at the same time by the change of the
threshold of the function node while GP learning. Table 4.4 was used concerning the
parameter of GP in each experience. “P7 and “17, “N7 and “07 do the same treatment
b convenience in mounting in G The result of best individual is shown in table 4.5,
The best decision tree of each method is shown by figure 4.8, fipure 4.9, In these tables
do not contain unuseful branches using post-processing.

By using GP, fitness value did not improve rapidly. However, the proposed method
showed fast learning and achieved high accuracy.

When the rules were converted from the decision tree, invalid rules and mesningless
rules were removed. Each ratio of the number of effective rules to generation rules was
37.5% (by GP) and 50.0% (by proposed method). [(Table 4.6 shows 3 rules generated
with each technique, chosen by the highest support value.)

By using GP, many invalid rules and many rules which were difficult to interpret were
penerated. Compared to G, the proposed method showed decrease in the support value
and lmprovement in accuracy. The proposed techoigque improved the ratio of effective
rules and the accuracy.

At both of the two experiments, the accuracy of the decision tree, the size, and the
learning speed of our proposed method was obtained better result than normal GPs.
The table of the results shows only generation cyele of G but, the caleulation time of
Apriori algorithm and the time for conversion process from Apriorl algorithm to G are
shorter than caleulation time for one generation of GP. Dy this experiment result, an
increasing caleulation by the combination was not seen.

When the rules were extracted from the result of both experiment’s generated decision
trees, it was so difficult to extract as post-processing. It is thought that the reason is that a
lot of rules with a difficult interpretation are included by the probability operation of G,
Howewver, the threshold to which the proposed technicgue s more significant than normal
G is often especially learned in the learning of continuous values in the experiment on
hypertension. ADE part was not used too effectively concerning the use of ADE in the
experiment on housevotes. The reason is that the small decision tree had a enough size
for the problem becanse the problem was too easy to make the decision tree.

For hyvpertension experimental result, the expert comment is “appropriateable result”.
And, other comment is that more interesting rules were contained by normal GIP's result
than the proposed method’™s. This comment is expressed for that GI rules include some
interesting attributes (such as sex). A expert donot consider so much some attributes |[sex
ete. | to the diagnosis, but it can be understood according to background knowledges.
The result is proof of the idea that an unexpected rule comes out easily by G5 proba-
bility operations. However, it seems that GIP's probability operations could not present
the effect by the influence from the initial individual taken from Apricri algorithm in
the proposed method. In general, unexpected rules can be applied only small number of
data. Therefore, it is thought that our fitness function cannot express unexpected rules
wiell, The accuracy of an unexpected rule and the decision tree becomes the relation of
the trade-off. It is necessary to design fitness function which can strongly express the
unexpectedness to generate an unexpected rule by using the proposed method.

In our proposed method, it is not necessary to consider about the inside of each
algorithm. We think about Apriori algorithm as the techninue to extract the association
rules with the database and GIF as the technigque which can take the decision tree and
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Table 4.3: Relations between Thresholds and Number of Rules

Minimum Support Value | Minimum Confidence Value | Rules
25 o 306
30 o 125
25 a0 18T
30 a0 33

Table 4.4: Parameters of GP(Hypertension )

" population 200

Reproduction probability | 0.1

Intersection probability s

Mlutation probability (.1

Selection method Tournament method
Elitist strategy

[unction node IFLTH, IFEQ), *, /, +, —,
ADEFD, ADE]

Terminal nocle Attribute value of database such
as SEX and AGE (15 attributes),
P,N, R

Number of training data | Occurrence (100 , No-occurrence ([ 100)

MNumber of test data 1024

Mepdmum generations 200000

IFLTILIFEC): if less than or equal to (=), equal tol=)
ADF0O, ADF1: the function definition gene expanded by ADF
Il: randomly generated constant

P, MN: occurrence (), no-occurrence (4]

il




Table 4.5: Experiment Best Individuals Result (Hypertension).

training [ %)

all data [ %)

nodes | depths | generations

805 G5 41 G 18553
ADF-GP
Apriori + 805 4.9 49 4 67l

ADF-GP

Table 4.6: Comparison of Generated Rules (Sieze and Fitness Value)

Technique

Sige | Support Value( %

T

Wrong| W)

ADE-GP

41.4
3G.0

484
241

4

2

4 226 8.2
Apriori+ADE-GP 2 I7.7 302

4 15.5 13.2

4 13.8 19.2
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Figure 4.8: The Result from ADF-GP [Hypertension

G



RPB:
(IFLTE 45 Age
(IFLTE 76 Kaku4 P
(IFLTE 75 Kaku5
(IFLTE 75 Kaku2 P N) N))
(IFLTE (- (IFEQ ADF1 Sex Age Kakut)
(/ Kaku2 Sake)) Kakus
(IFLTE (IFLTE 76 Kaku4 P 90) Kaku5
(IFLTE 75 Kaku2 P N) N) N))

ADFO:
(/ Syud Kaku2)

ADF1:
(/ Kaku3
(+ Kakus P))

Figure 4.9: The Result from Apriori+ ADF-GP (Hypertension )

G4



can construct the decision tree with the database. Therefore, even if other association
rules extracting techniques are used nstead of Apriori algorithm, the proposed method
can be applied. It is thought that considering only to the method combination without
considering each internal algorithm, it is possible to construct the combination learning
method by using proposed method’s analogy.

4.6 Conclusive Discussion

In this chapter, we proposed the rule discovery technique from the database using genetic
programming combined with Apriorl algorithms. The proposed method has three steps.
First, using Apriorl algorithm, extract association rules.  Next, generate the genetic
programming population which includes initial individuals copverted from the association
rules. Finally, train the genetic program to construct the classification system.

The proposed method has some advantages. The first advantage is that the proposed
method can improve decision tree’s accuracy. The second advantage is that its learning
specd becomes faster than normal GP's. The third advaatage is that the design of a
penetic programming becomes easyv. And, it is possible to correspond also to datasets
with a lot of numbers of data and attribute which contains the continuous value which
is not treated easily by normal GP. It can be consider that method combination males
calculation heavier.

We experimented by using two kinds of datasets to verifv of proposed method. For
one experiment, the domain expert gave the evaluation and comments on the results.
Two problems were discussed.  One is intended for dataset with small test database
expressed by discrete values. The other is intended for dataset which contained a lot of
continuous values. We compared the results of these methods (using ADF-GP only, and
using combined Apriori algorithm and ADF-GP using the proposed method ).

In the proposed method, the decision tree has been improved compared with GIF
and Apriori algorithm. The number of generations until the best individual has been
decreased . The combination over-head was able to be disregarded because of the spesd
improvement of GP. Though the result of suppressing the overfitting was seen, we did
not consider the analyvsis of its mechanism.

In the future, we will research the following 4 topics. The first topic is to apply the
method to other verifications [Nilmi 2000b, Niimi 2000c, Niimi 2000d]. The second topic
is to discuss the conversion algorithm from the association rule to a decision tree with high
accuracy. The third topic is to extend the proposed method to multi-value classification
problems. The fourth topic is to study a theoretical analysis about the mechanism of the
overfitting.



Chapter 5

Extended Boolean Decision Tree
using Genetic Programming with
Logical Functions for Knowledge
Discovery

It is easy for an unexpected decision tree to be generated in the decision tree construc-
tion with genetic programming because the probability operation is contained. In the
description of the decision tree by normal genetic programming, the division conditions
b the attribute are connected with AND operator, and the tree evaluates effectiveness
as a rule. However, if the description of the function node s modified, a more fexible
rule is sure to be able to be generated. In this chapter, we show that the description
of a more Hexible decision tree is possible by the addition of the OR function and XOT
function to the function node group.

5.1 Introduction

It can be expected as the use of genetic programming to data mining to find an unexpected
knowledge, because genetic programming has a probabilistic operation in the evolution
calculation. In genetic programming, the knowledge representation can be used a stroe-
tural expression to express the chromosome, so it can be widely applied from decision
trees to rules.

However, by the evaluation of the individual according to the fitness value function, it
is better that genetic programming’s chromosome expression can cover the entire knowl-
exlge like the decision tree. In the description of the decision tree by genetic programming,
in general the division condition by the attribute is connected with AND, and it is eval-
uated as a rule.

However, it is possible to mount in genetic programming if the chromosome expression
and the fitness value function can be defined. Then, other knowledge representations can
be mounted on genetic programming.

In this chapter, we extend the decision tree and the rule expression using if-else
function. irst of all, we define the rule expression by the AND function which is referred
to the association rule. Then, a more Hexible expression of the decision tree and the rule
can be used by using the OR function.
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i=I" which uses the boolean function as a function node has already been proposed.
Howewver, these are designed for the logical function operation, and it 15 not easy to use
the function nodes in data Mining. Therefore, to take the attribute value from the data
base easily, the function node was defined in the proposal technigque. The modification
can be produced by replacing the definitions of the function node of genetic programming.
Therefore, the modification of the framework of genetic programming is minimum.

To evaluate of the effectiveness of learning by modified decision tree and rule ex-
pression using the modified function nodes and the automatic function definitions. The
modified genetic programming is applied to the decision tree construction problem from
the evaluation data of UCT Machine Learning Repository, and we compare the results by
each function node definitions.

The purpose of the research is in the study of the decision tree with high accuracy
with the tree with small size by using two or more logical functions properly.

5.2 Genetic Programming

Genetic programming (GF) is a learning method based on the natural theory of evolution,
and the flow of the algorithm is similar to genetic algorithm (GA). The difference between
GF and GA is that GP has extended its chromosome to allow structural expression using
function nodes and terminal nodes [Kosa 1992a, Koea 1994b]. Using function nodes and
terminal nodes, GIF can search hierarchical computer programs by undergoing adaptation.

2" can be used for a search problem if its problem can be expressed as computer
programs. GP's search space depend on function nodes and terminal nodes.

In using GP to a problem, GP has five major preparatory steps. The five steps are
followings.

. the set of terminals

]

. the set of primitive functions
3. the fitness measure

4. the parameters for controling the run

o

. the method for designating a result and criterion for terminating a run
The decision tree construction with GIF is given by the following procedures.

l. An initial population is generated from a random grammar of the function nodes
and the terminal nodes defined for each problem domain.

2. The fitness value, which relates to the problem solving ability, for each individual
of the G population is caleulated.

3. The next generation is generated by genetic operations.

(a) The individual is copied by fitness value (reproduction).
(b] A new individual is generated by intersection |crossover).

(€] A new individual is generated by random change (mutation).
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4. If the termination condition is met, then the process exits, Otherwise, the process
repeats from the caleulation of ftness value in step 2.

In this chapter, the tree structure is used to express the decision tree. Therefore, we
express the decision tree by using each attribute value and the class name as the terminal
node and the condition sentence as the function node. [See example in figure 5.1) We
defined some expressions for decision trees. In figure 5.1, decision tree 1s expressed like
LISP-code. “RPLE" is defined as main GIF tree. BDoth “ADIFO” and “ADIT" are defined
as each ADI tree. “IFLTE", “IFEC)” are function nodes. These functions requires four
arguments, argl, arg2, argdandargd. The definitions of them are followings.

(IFLTE argl, arg2, argd, argd) if argl is less than or equal to (<) arg2? then evaluate
argd, else then evaluate argd

(IFEC) argl,arg2, argd, argd) if argl is equal tof=) arg2 then evaluate arg3d, else then
evaluate arg4d.

AL D, Cand D express the attribute values from database. “T7 and “I™ express attribute
value, and “N7 and “P7 express class name.

Using these expressions, GP can use database attributes more easily. Moreover, GP
can apply continuous attributes. However, in general, database attributes are a lot of
numbers, so GP’s learning spesd may become more slowly. The definition for continuous
attributes may be cause of slow learning speed. It has trade-off relation between learning
specd and expression compatibility.

Ordinarily, there is no method of adequately controlling the growth of the tree, because
GP does not evaluate the size of the tree. Therefore, during the search process the tree
may become overly deep and complex, or may settle to a too simple tree. There has been
research on methods to have the program define functions itself for efficient use. COne
of the approaches is automatic funetion definition {or Automatically Defined Funetion:
ADF), and this is achieved by adding the gene expression for the function definition
to normal GP [Koga 1994a). By implementing ADE, a more compact program can be
produced, and the number of generation eyveles can be reduced. More than one ADE can
be defined in one individual.

In addition, the growth of the tree is controlled by evaluating the size of the tree. For
example, an approach based on minimum deseription length (MDL) has been proposed
concerning the evaluation of the size of the tree. In this chapter, we used the classification
suceess ratio [ figa ) and the number of composed nodes [ fogesin) ). to define the fitness
of the individual ({finessin -

f,’f-!.u:'.:.:[.u] = afl'lfl!ﬂ[.ll] Ll |:I- - CY:l f.lll'.l:I'E'F[.ll]
o is weight defined by (0 Z o Z 1).

Here, two things are expected. One is that accuracy of the decision tree is raised while
avoiding over-training in GP. And the other is that the decision tree generated can be
made comparatively compact. The fitness value and rule size of the best individual
is influeneed by the weighting of suecess rate or node size. We set weight o by pre-
experiment.
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Figure 5.1: Expression of GIMs Chromosome
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5.3 Decision Tree and Expression of Rule by GP
used AND, OR and NOT

When the decision tree is expressed by GP, if-else form can be used as a function
node. Its idea from the technigque by which the rule is extracted from the decision tree.
[Quinlan 1993] (A, C and D are defined as arguments of function.)

(IF A C D) if (A) then C else D.

It is also possible to be used the following expanded definition which can compare the
attributes from the database. [Nidmi 1999b, Niimi 2000a] (A, B, C and D are defined as
arguments of function.)

(IFECQ) A B C D) if (A = B) then C else D,

In addition, the following operators can be used for rule expressions.
e AND
e OR
o NOT

In a general association rule, the rule is expressed as the conditions are connected
by AND. [Kitsuregawa 1997, Terabe 2000] If if-else form is used for rule expression, it is
difficult to treat a part which is not defined by association rule. Therefore, it is thought
that it is difficult to learn the association rule with G

Moreover, it is necessary to have the same partial structure many times to express
DI part by using if-else form in the decision tree.

On the other hand, AND part can be expressed by simply extending the route of
the decision tree. It is thought that in the decision tree expression with if-else form, an
increase in the size of the decision tree by the part expressing OF part is easier to oocur
than an increase in the siee of the decision tree by the part expressing AND part.

some G which has already used a logical function is proposed.  In common GEP
with boolean operations, GIP 1s applied boolean funetion syothesis problem. On these
implementations of AND, OR, NOT, the functions can return True or False. Dut its
definition is not useful for data mining and knowledge discovery. To apply data mining
and knowledge discovery, the function nodes of our proposed GP are defined as logical
functions. Therefore, each function node is defined as extended logical functions which
can return multl values. In our proposed method, return values of function nodes are
almost databases™ classname. Then, we extended these functions and defined functions.

In this chapter, to make the rule which contains OR part and NOT part easy to
express by GP, the rule expression by AND, OR and NOT is defined as the following
function nodes. And an outline of our proposed method is shown in fgure 5.2,

(AND AB CD) if (A and B) then C else D.
(ORADBCD) if (A or B) then C else D.
(NOT A) if (A is True) then False else True.
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In G it is comparatively easy to mount the expression method of various rules.

Mounting such as ifelse, AND and OR can be done only by modification of the
definition of the function nodes. Because it is only to modify the definition of the function
nodes, the framework of GIP need not be modified. Therefore, there is a possibility that
the fitness value function and other parameters need not be modified.

D this modification, the modification is only definition of the function nodes, the
definition of the fitness value function and the parameters need not to modify. Because
the rule which contains AND and OR is expressed easily in this definition than using
only if-else form, the reduction of the size of the constructed decision tree is expected.
However, because the defined function node increases, and an increase in the combination
happens, the nprovement may not be so expected concerning the learning speed.

Ouly as for NOT, the definition is complicated. The purpose of it s to have to define
the boolean values such as True and False.

The definition of AND and OR are understood by using only if-else form. [See also
in figure 5.3.)

(AND A B C D) (A and Bjthen C else D
¢+ (if A then(if B then C else Delse D)
(OR ADB CD) if{A or Bjthen C else D
¢ (if A then C elsefif B then C else D))

Iun this case, the number of used podes increases, and the depth of the decision tree
become deeply. In addition, one individual must heve plural similar parts for expressing
OR part.

NOT can be expressed by using the part of else of if-else. But an expression of (NOT
conditional expression) is easy to understand as the decision tree than an expression of
if else (conditional expression). The easy understanding comes to nterpret individuals
easily to conversion into the rules as decision trees.

The decision tree construction which uses these logic operators is not so general. DBut,
in the learning by the proposed GP, using these logical operators is possible by only
modification of the definition of the function nodes, it s easy to use proposed G

If WAND and NOR use for rule expression, AND, O and NOT can be theoretically
expressed by ooly NAND or NOR. As a result, the definition of the function nodes in
GP can be decreased such as used only if-else form. Therefore, the spesd-up of learning
is expected. However, GP learning might not good because an effective usage becomes
difficult in NAND and NOR like if-else form.

In GP, it can save the meaningless rule and the unuseless rule, that the defined function
nodes can be used comparatively freely in the G individual. The combination of a lot
of easy function nodes may be more effective than the combination of small number of
complex function nodes.

Moreover, NAND and NOR also have the fault that it is difficult to understand the
meaning on the rule. The rule deseribed with NAND and NOR is not generally and can
not be intuitively understood.

A general other logical operator, such as XOR (exclusive-OR), has the possibility to
make many rules with a difficult interpretation if the operator is not effectively used.

If the problem contains many rules which can be expressed by only AND function, it
can be analveed by only if-else form. However, If the problem contains many OIR rules,
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Figure 5.3: "7 Expression of AND, OR



it might be difficult in the analysis of the expression only with f-else form. It is thought
that the proposed modification is effective for such a problem.

It has been enumerated that the Building block hypothesis does not consist easily of
P which uses the boolean function as a problem. It is thought that the combination of
nodes can be prevented being destroyed by expressing the combination of easy nodes by
using a more complex node. In the proposal techniogue, as for the inclusion of a similar
expression, we thinks whether it is possible to evade by richly expressing nodes so that
the combination of nodes is not destroved as much as possible.

The expression richness often works profitably as a system when knowledge is ex-
pressed with man’s doing the knowledge representation and the knowledge base system.
Howewver, there is a possibility to connect with the increase of the search space because of
increasing of the combination of nodes when there are two or more methods of expression
I for one event, and increasing the amount of the caleulation. Because the expression
of AND, OR, and NOT has already been contained as a decision tree, and the function
node of AND and OR contains the NO'T expression in the proposal node, each expression
can be substituted by the De Morgan’s law. Therefore, it is thought that the repetition
of the expression 1s contained.

The result like the size reduction and the aceuracy inprovement, ete. of the decision
tree was seen from the experiment result by each function node’s being effectively used in
the proposal technicque. It is thought that having contained] the part where the size and
the accuracy of the tree are evaluated to the adjustment degree function led to effective
use for the function node.

The classification rules converted from the decision tree into the rule to evaluate each
rule included in the decision tree in the experiment result and the classification rule was
generated. It was small number of rule groups, and the one that the accuracy of each
rule was high, and the rule availability is high was evaluated to the rule generated from
the decision tree as a rule group better.

5.4 Application to Decision Tree Construction Prob-
lem from Database

T verify the validity of the proposed method, we applied it to the houseotes data
from UCI Machine Learning Repository [Blake 1995]. From here on all occurrence of
GI uses Automatically Defined Funetion Genetic Programming (ADF-GP) [Koza 19944
including the proposed method. We compared the results of the proposed method against
S

For evaluation, we used housevotes data from UCI Machine Learning Repository
[Blake 1998]. We compared the results of the proposed method with GP. The evaluation
data contains lG attributes and 2 classes. The attributes are for example “handicapped-
infants” au-:l water-project-cost-sharing 7 ete. Thev are expressed by 3 values: “v 7,
“n”, and 7. .‘-m-:l the 2 classes are “democrat” and “republican 7. 50 cases out of the
total 435 data of house—votes were used for training data.

We extracted the association rule from the database by the Apriorl algorithm. We
applied the Apriori algorithm to a data set excluding data with the "7 value, because

" wvalue mesns “others™.

T verify the validity of the proposed modification, we apply the modified G to an

evaluation experiment. For evaluation data, we use housevotes data from UCT Machine
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Learning Repository. [Blake 1993] By using this evaluation database, we can compare
the results of the proposed modification with normal GIP. The evaluation data contains
1G attributes and 2 classes. The attributes are for example “handicapped-infants™ and
“water-project-cost-sharing 7 ete. They are expressed by 3 values: “v 7, “n”, and “7.
And the 2 classes are “democrat”™ and “republican 7. 50 cases out of the total 435 data
of housewotes are used for training data. The overview of its dataset is shown in table
2l

The decision tree was generated from the learning data with GP. The parameter
of modified GP is same one which is tuned for ifelse experiment. The following GIP
parameters were used. (Refer to table 5.2. ) (The result is a table 5.3. ) In the table,
an unused ADL definition part s excluded concerning the size of the individual and the
depth of the tree. The best decision tree of each method is shown by figure 5.4, fipure
2.5, The error distribution of each method is shown by table 5.4, table 5.5,

The fitness function contains the part where the size of the tree is evaluated and the
part where accuracy is evaluated. Evaluating the description length and the size at the
same time like the MDL standard becomes possible.

The classification rules converted from the decision tree into the rule to evaluate each
rule included in the decision tree in the experiment result and the classification rule was
generated. It was small number of rule groups, and the one that the accuracy of each
rule was high, and the rule availability is high was evaluated to the rule generated from
the decision tree as a rule group better.

The database using for experiment is small-scale example of data mining. In the
proposal technigque, the study time proportional to the number of data can be expected
of the data base with a lot of numbers of data. However, it is thought that the amount of
the caleulation of the proposal technique increases explosively because the combination of
nodes increases for the data base with a lot of numbers of attributes. When the proposal
technicue is applied to the data base with a lot of oumbers of attributes or more, it s
necessary to decrease the number of attributes used by the preprocessing with G

Learning the rule with AND and OR was able to generate the rule with high accuracy
from the AND function.

An increase in the combination occurs because the function node defined when both
AND and OR are used increases. Therefore, it seems that learning slows, and the number
of generations until the best individual acquiring has become long.

The size and the depth of the decision tree were able to be oproved from the one
that if-else was used.

By using NOT function, the accuracy of the decision tree was improved.

The expression richness often works profitably as a svstem when knowledge s ex-
pressed with man’s doing the knowledge representation and the knowledge base system.
Howewver, there is a possibility to connect with the increase of the search space because of
increasing of the combination of nodes when there are two or more methods of expression
P for one event, and increasing the amount of the calculation. Because the expression
of AND, OR, and NOT has already been contained as a decision tree, and the function
node of AND and OR contains the NOT expression in the proposal node, each expression
can be substituted by the De Morgan’s law. Therefore, it is thought that the repetition
of the expression is contained.

The result like the size reduction and the accuracy improvement, ete. of the decision
tree was seen from the experiment result by each function node’s being effectively used in
the proposal technioue. It is thought that having contained the part where the size and
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Table 53.1: Housevotes Dataset.

Class Name ‘ 2 (democrat, republican)
handicapped-infants 2 {wvn)
water-project-cost-sharing 2 (v.n)
adoption-of~the-budget-resolution 2 (v
physician-fee-freegs 2 (v.u)
el-salvador-aid 2 {wvn)
religious—groups-in-schools 2 (v.u)
anti-satellite-test-ban 2 (v
ald-to-nicaraguan-contras 2 (v
mx-missile 2 (v
immigration 2 {wvn)
svafuels-corporation-cut back 2 (v.u)
exlucation-spending 2 (v.n)
superfund-right-to-sue 2 (v
crime 2 (v
duty-frec-eports 2 (v.u)
export-administration-act-south-africa 2 {wvn)
Missing: Attribute Values ‘ Denoted by 77

Mumber of Instances: 435 (267 democrats, 168 republicans)
MNumber of Attributes: 16 + Class Name = 17 [ All Boolean Valued )

Table 5.2: Parameters of GP

&P population LN

Reproduction probability | 0.1

Intersection probability s

Nlutation probability 0.1

selection method Tournament method

Function node(1) IFEC, ADED, ADE]

Function node(2) AND, ADI'O, ADI'1

Function node(d) AND, OR, ADI, ADEF1

Terminal node Attribute value of database
(16 attributes), v, u, 7,
democrat, republican

Number of training data | democrat:31, republican:19

Number of test data 435

IFEC): if expual to (=)

(AND AB CD): if (A and B) then C else D.

(OR ADBCD): if (A or B) then C else D,

ADFO0, ADIF1: the function definition chromosome expanded by ADLE
¥, n, T wves(v), no(n), others(7)




Table 5.3: Experiment Dest Individuals Result by Each Technique.

training all | nodes | depths | generations

data

(%) |5
AND 260 | G55 10 1 29
AND+OR QG0 920 2 1 1730
AND+NOT 980 | 929 8 2 1331
AND+OR+NOT 5.0 | 943 T 2 122
if-else 1000 | 6.0 11 3 280G

Mo used ADI parts are removed from sieze and depth.



RPE:
(AMD physician-fee-freeze ADFOQ
adoption-of-the-budget-resolution democrat-y)
ADFO:
(AND duty-free-exports democrat-y
physician-fee-freeze el-salvador-aid)
ADF1:
anti-satellite-test-ban

Figure 5.4 Decision Tree - AND cnly



RPB:

(OR physician-fee-freeze adoption-of-the-budgest-resolution

adoption-of-the-budget-resolution democrat-y)
ADFO:

(AND religious-group-in-schools crime
export-administration-act-south-africa
adoption-of-the-budget-resolution)

ADF1:
mx-missile

Figure 5.5: Decision Tree - AND + OR



Table 54 Error Distribution - AND only.

(&) (b) = classified as

264 2 [a)wclass democrat
147 21  (b)mclass republican
total hits = 285

Table 5.5: Error Distribution - AND + OR.

(&) (b — classified as

2000 G (a)class democrat
27 140 (b)class republican
total hits = 400
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the accuracy of the tree are evaluated to the adjustment degree function led to effective
use for the function node.

5.5 Conclusive Discussion

In this chapter, the decision tree and the rule expression by genetic programming was
proposed, and the expression which used AND, OR and NOT were mounted on genetic
programming besides the rule expression of the if-else form. Moreover, the decision tree
was constructed by using the house~votes data from UCT Machine Learning Repository
to verify the effectiveness of the modified rule expressions, and we compared the results.

As a result, the sige of the decision tree was able to be improved.  Moreover, the
improvement of accuracy was admitted in the one that AND and OR were used. DBy
using NOT function, the accuracy of the decision tree was improved. The expanding
rule expression is mounted by replacing the definition of the function node of genetic
programming. Therefore, the modification of the framework of genetic programming is
minimum. It can be said that the rule expression which uses AND, O and NOT from
this is effective in genetic programming.

Future works are scheduled to do the evaluation which uses data for other verifications,
to examine whether the rule expression by NAND, NOR and XOR ete. can be used or
not, and to make a policy which rule expressions to be used.
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Chapter 6

Extension of Genetic Programming
for Knowledge Discovery

In this chapter, we discuss about the improvement methods of genetic programming.
Because of some problems, genetic programming is difficult to use for data mining. We
propose three methods which improve these problems. The first methods improves the
problem that genetic programming is difficult to construct its system. The second meth-
oils improves the problem that genetic programming is difficult to treat with continuous
value attributes. The third method improves the problem that genetic programming is
difficult to use with a lot of nodes. Other proposed improvement method is an extended
genetic programming approach for initial condition problem. [Yoshiie 2000]

This chapter is organized as the following:

In section G.1, we propose object-oriented combined method. In this method, genetic
programming and the decision tree construction method are treated respectively as an
object, combined to construct learning svstem. In section G.2, we propose redundant
patterns pruning operation and adjustment operation of continuous value attribute. In
penetic programming with these operations, genetic programming is able to learn the
continuous value attributes by these operation as genetic operation. In section 6.3
wie propose extended crossover to maintain variety. The maintenance of variety in the
genetic programming’s population is expected by using not only fitness value but also
the difference of individual for the index of crossover.

6.1 Object Oriented Approach to Combined Learn-
ing of Decision Tree and ADF GP

There are many learning methods for classification systems. Genetie programming (one
of the methods) can change trees dynamically, but its learning speed is slow. Decision tree
methods using C4.5 construct trees quickly, but the network may not classify correctly
when the training data contains noise. For such problems, we proposed an object oriented
approach, and a learning method that combines decision tree making method [(C4.5)
and genetic programming. To verify the validity of the proposed method, we developed
two different medical disgnostic systems. One is a medical disgnostic system for the
oceurrence of hyvpertension, the other is for the meningoencephalitis. We compared the
results of proposed method with prior ones.

Various techniques are proposed for the construction of the inference system using
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classification learning. In general, the learning spesd of a syvstem using a genetic pro-
pramming is slow. Moreover, both problem background knowledge and design skill are
demanded of the system designer. However, a learning system which can acquire higher-
order knowledge by adjusting to the environment can be constructed, because the strue-
ture is treated at the same time.

Un the other hand, a learning system which uses the decision tree can be trained in a
short time compared to other techniques. An effective network structure is constructed
Lo the classification model is obtained by decision tree. Dut, there is a problem with
deteriorated classification accuracy when the training data contains noise.

Each technique has advantages and disadvantages like this. In this section, we propose
an object oriented method to construct a classification svstem trained by combining var-
ions learning methods treated as objects. It is expected that learning will oceur while
mutually making up for the advantage and the disadvantage of cach technigque.

To verily the validity of the effectiveness of the proposed learning method, we test the
two learning methods: the decision tree construction method (C4.5), and genetic pro-
gramming with automatic function definition (ADF). This is applied to two different
medical diagnostic systems. One is a medical diagnostic system for the occurrence of
bypertension, the other is for meningoencephalitis. We compared the results of the pro-
posed method with prior approaches using only one learning method.

The effectiveness of combining techniques has been verified by the study of neural net-
work training using decision tree construction method and back-propagation learning
method [Banerjee 1997], and by the study of neural network training using decision tree
construction method and genetic programming [Matsumoto 1998].

There is a method of nductively constructing a model by examining the recorded
classification data and generalizing a specific example. The classification learning by
decision tree can achieve a certain classification ability in a comparatively short time.
45 is one of decision tree construction methods, and it classifies data based on the
gain criterion which selects a test to maximise expected nformation gain. As a result,
important attributes can be collected at the root of the decision tree.  Moreover, the
algorithim contains branch pruning by estimating error rates to prevent the construction
of excessively classified decision trees.

The decision tree construction with C4.5 follows the following procedures [Cluinlan 1995].

1. Construction of initial decision tree.
2. DBranch pruning of constructed decision tree.

In the decision tree construction method by C4.5, the decision tree is constructed with
the recurrent division of the training data. Therefore, there is a possibility of constructing
a different decision tree when the number of training data is modified. [Refer to table
G.1.) In general, using a large number of training data tends to construct a more complex
decision tree.

Genetic Programming{GP) is a learning method based on the theory of natural evo-
lution, and the How of the algorithm is similar to that of Genetic Algorithm{GA). The
difference with GA is that in GP the chromosome expression has been extended to express
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Table 6.1: Example of C4.5 and Number of Training Data

Number of
Training Data

Trie
Slee

Wrong (rate)

Training

Test

140.0

7.0

100 0790

100 079

0.0

2.0

1.5( 2.2%)

100 7.258)

46.7

43

1.0[ 2.1%)

11.0[ 7.8%)

3.0

4.0

ok
1

()

15.2(13.0%)

23.0

4G

1
2
G 2.2
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253
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20.0
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17.5
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0

23 0(15.79

15.6G

34

0

31.8(22.79%)

14.0

3.2
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structure using function nodes and terminal nodes. In this section, the tree structure was
used to express the decision tree.
The decision tree construction with GP follows the following procedures.

1. An initial population is generated from a random grammar of the function nodes
and the terminal nodes defined for each problem domain.

2. The fitness value, which relates to the problem solving ability, for each individual
of the GI' population is calculated.

3. The next generation is generated by genetic operations.
(a) The individual is copied by fitness value (reproduction).
(b A new individual is generated by intersection (crossover).

(e] A new individual is generated by random change [mutation).

4. If the termination condition is met, then the process exits. Otherwise, the process
repeats from the caleulation of ftness value in step 2.

Ordinarily, there is no method of adequately controlling the growth of the tree, be-
cause GIF does not evaluate the sige of the tree. Therefore, during the course of the search
the tree may become overly deep and complex, or may settle to a too simple tree . There
has been research on methods to have the program define functions itself for efficient use.
One of the approaches is automatic function definition {or Automatically Defined Fune-
tion:ADIE), and this is achieved by adding the gene expression for the function definition
to normal GP [Koga 1994a). By implementing ADE, a more compact program can be
produced, and the number of generation cyveles can be reduced. More than one ADI can
be defined in one individual.

In addition, the growth of the tree is controlled by evaluating the size of the tree. For
example, an approach based on minimum deseription length (MDL) has been proposed
concerning the evaluation of the sise of the tree. In this section, we used the classification
sucoess ratio and the number of composed nodes, to define the fitness of the individual.

f,.’f-!m‘.:.:ljll = aflll'l:-!.'ll.lll T |:I- - Oé:l f.lll'.l!l'!'.'!|.ll|
a is weight defined by (0 = o = 1).

Here, two things are expected. One is that aceuracy of the decision tree is raised while
avolding over-training in G, And the other is that the decision tree generated can be
made comparatively compact. The inference accuracy and rule size of the best individual
is influenced by the weighting of success rate or node sise.

In an object oriented design, a program is built from independent information process-
ing units, called objects, and information is processed by exchanging messages between
objects. The object receives lnput information, performs a series of processes, and sends
output information. In this case, the object’s own internal information is hidden. There-
fore, the external data How can be designed independently from the internal processing,

The classification learning by the decision tree can be trained in a short time, but
when the noise is contained in the training data, the classification ability is rapidly de-
teriorated. On the other hand, a high classification ability is obtained by GP through
training structural information, but more learning time is needed as the degree of learning
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frecdom increases.

For such problems, we propose an object oriented approach to the learning method
that combines the decision tree method (C4.5) and genetic programming. The proposed
method consists of the following three steps:

1. irst, using C4.5, construct appropriate decision trees.

2. Mext, penerate the genetic programming population which includes initial individ-
nals converted from the decision trees.

3. Train the genetic program to construct the classification system.

The proposed method simplifies the construction of classification svstems. It is observed
that the discursive accuracy of classification becomes highly improved by the emergent
property of interaction between two combined methods.

When the decision tree is taken into the initial population of GP, it is necessary
that variety in the initial population is not upheld [Niimi 1999a]. For that purpose, we
created decision trees by C4.5 using different number of training data, to ensure a variety
of patterns taken into the initial population.

To verify the validity of the proposed method, we developed two different medical
diagnostic systems. One is a medical diagnostie system for the occurrence of hypertension,
the other is for meningoencephalitis. We compared the results of the proposed method
with prior ones.

The database used for the occurrence of hyvpertension contains fifteen input terms
and one output term. There are two kinds of Intermediate assumptions between the
input terms and the output term [Ichimura 1997]. Among the input terms, ten terms
are categorized into a biochemical test related to the measurement of blood pressure for
past five vears, and the rest are “Sex”, “Age”, “Obesity Index”, “y-GTP7, and “Volume
of Consuming Alechol”. One output term represents whether the patient has had an
attack of hypertension for the input record. |Example data is shown in Table 6.2.) The
database has 1024 patient records. In this section, we selected 100 occurrence data and
100 non-oceurence data by random sampling, and this was used as the training data.

The parameters for GF used the following. (Refer to Table 6.3.) In this experiment,
onlyv a small percentage of GIF lndividuals could be used as decision trees due to the
large number of node types and large freedom for tree construction. Moreover, most of
the input data have continuous value attributes. This seems to have caused the decrease
in the inference accuracy of the GIP search close to that of a random search. It was
confirmed that the decision tree taken in as an initial individual was succeeded to the
best individual, and it can be concluded that this influenced the boprovement of the
learning efficiency. {The results shown in Table G.4.)

The meningoencephalitis database is a medical treatment database concerning the dis-
crimination diagnosis of meningoencephalitis. It consists of 140 patients. The database
is described by 34 attribute about the past illness history, phyvsical examinations, labo-
ratory examinations, diagnosis, therapies, clinical courses, final status, and risk factors.
The two classifications were bacillus and virus meningitis [Tsumoto 1999h]. In this sec-
tion, 32 attributes regarding sex, ages, ete. were used as well.
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Table G.2: Example Data (The Ocurence of Hypertension

il
e | 5| A | Obesit | v | Consumi | Svstolic Blood Pressure Diastolic Blood Pressure
coloe | v i ng [ome per vear | [ome per vear)
u| x| e | Index | T | Alcohol | 1st | 2nd | Srd | 4th | 5th | Ist | 2nd | 3rd | 4th | 5th
r r
m | 45| 2586 | 54 13| 1200 | 122 | 137 [ 116 | 153 | 76| 73| 83| 80 903
Pl4s| 2556 | 13 O 132 ) 141 [ 120 [ 151 [ 139 | 84 74| 82| 83| T
- | 047 2105 |10 O 1200 ) 103 [ 013G | 110 [ 126 | T | 58| T8 | 64| 69
- |m | 43 2661 |17 O 12001 133G [ 120 | 130 | 136G | GG | 80| 0| 80| 83
m | 49| 2573 | 40 O L3S | 140 | 134 | 138 | 140 | 78| 50| 58| 85| o0
m | ol | 1770 | 18 O] 1200 ) 146 | 100 | 124 | 110 | &0 93| 80| 8G| o
m | 49| 2450 | 83 26| L35 | L35 | 128 | 135 | 136G | T4 8G| T4 90| B3
- | |52 2760 | 20 O 1200 | 129 | 124 | 125 | 125 80 GL | 74| 80| 67
- | L |51 2100 |17 O 1200 ) 126 [ 124 | 126 [ 112 80| 73| 74| 72| 63
- |m | 42 2080 | 34 Gooo | L1 | 100 | 128 | 130 | 125 | 76| GG | 82| GG| 76

Table G35 Parameters of GP

G population 200
Reproduction probability | 0.1
Intersection probability 0
Mutation probability 0.1

Selection methocd

Tournament method

Iunction node

IFLTH, IFEQ), *, /, +, —,
ADF0, ADF1

Terminal nocle

Attribute value of databease such
as SEX and AGE (15 attributes),
PN R

MNumber of training data

DLy, ML)

Number of test data

1024

IFLTILIFEC: if less than (<).if equal tol=)

ADID, ADF1:

the funection definition gene expanded by ADE

It: randomly generated constant
P, MN: ocurence ('), no-occurence (4]




Table G.4: Experiment Result (Reasoning Precision) by Each Technigue.

training | all data | nodes | penerations
data | %) AR
C45 98.5 V.l 29 —
ADF-GP a0 GG 145 14325
C45 0.0 514 17 41
FADF-GP
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The parameters for GP used the following. (Refer to Table 6.5.) For this experiment,
all approaches achieved high accuracy, the medical database had removed noise well, and
many attributes have discrete values. For the construction of decision tree by ADF-GP
only, the inference accuracy did not increase quickly, but for construction of decision
trew by combined ADF-GP and C4.5, the decision tree reached high accuracy compara-
tively quickly. It was confirmed that the decision tree talken in as an initial individual
was succeoded to to the best individual, and influenced the improvement of the learning
efficiency. {The results shown in Table G.6.)

In this section, we proposed an inference system construction method based on an
object oriented approach, combining two or more learning methods. We compared the
results of three methods (using C4.5 only, using ADF-GP only, and using combined 4.5
and ADF-GI using the proposed method).

As aresult, an improvement of learning efficiency was seen. It can be concluded that the
proposed techninue is an effective method for the improvement of learning efficiency of
an inference system.

6.2 Extended GP using Reinforcement Learning Op-
eration

Genetic programming G usually has a wide search space and a high Hexibility, so GI?
may search for a global optimum solution. But GP has two problems. One is slow learn-
ing spesd and buge number of generations spending. The other is difficulty to operate
coutinuous numbers, GI' searches many tree patterns including useless node trees and
meaningless expression trees,

In general, GP has three genetic operators (mutation, cressover and reproduction). We
propose an extended GFP learning method including two new genetic operators, pruning
{pruning redundant patterns) and fitting (fitting random continuous nodes). These op-
erators have a reinforcement learning effect, and improve the efficiency of GIP%s search.

To verify the validity of the proposed method, we developed a medical disgnostic system
for the oceurrence of hypertension. We compared the results of proposed method with
prior ones.

Genetic programming GP) usually has a wide search space and a high fexibility. So,
&I mav search for global optimum solution. DBut GIF has two problems. One is slow
learning speed and buge number of generations spending. The other is difficulty to op-
erate continuous numbers. GP searches many tree patterns including useless node trees
and meaningless expression trees.

For the construction technicque of an inference svstem by classification learning, we pro-
pose two new genetic programming (G technigques. The pruning operation of an invalid
sub-tree structure incresses the search efficiency. The fitting operation GP can adjust
continuous value nodes using local learning. This technique improves the efficiency when
treating continuous value attributes.
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Table G.5: Parameters of GP

" population 200
Reproduction probability | 0.1
Intersection probability 0.
Mlutation probability (.1

Selection method

Tournament method

Function node

IFLTH, IFEQ, +, /, +, —,
ADFD, ADF1

Terminal nocle

Attribute value of database such as
SEX and AGE (32 attributes),
VIRUS, BACTERIA, R

Number of training data

VIRUS(49), BACTERLA(21)

Number of test data

140

IFLTILIFEC: if less than (<) equal tol=)

ADFO, ADF1:
Ii:

Table G.6: Comparison of Generated Decision Trees (Number of Nodes and Inference

Accuracy ) by Each Technigque

the function definition gene expanded by ADE
randomly generated constant
VIRUS, BACTERILA:

Virus meningitis and bacillus meningitis

training | all data | nodes | generations
data [ %) (50 (%)
45 98.6G 943 11 —
ADE-GP BE.G 829 21 LTS
C4.5 957 a7.1 11 GEG
+ADE-GP




D adding these two new technigques, it is expected that the classification learning system,
which contains continuous value attributes, can be more efficiently constructed compared
to normal G

To verify the validity of the proposed techniques, we developed a medical diagnostic syvs-
tean for the oceurrence of hypertension. We compared the results of the proposed method
with normal GIP.

Genetic programmingGP) is a learning method based on the natural theory of evo-
lution, and the flow of the algporithm is similar to genetic algorithm(GA). The difference
between G and GA s that GP has extended its chromosome to allow structural expres-
sion using function nodes and terminal nodes [Foea 1992a).

Various topics about the examples of applying GI have already been researched by oth-
ers. In this section, we aimed to construct a classification learning system with GP. We
took up the decision tree as a classification learning system, and expressed the decision
trew using tree structural individuals. (Refer to Filgure G.1. )

The decision tree construction with GP follows the following procedures.

1. An initial population is generated from a random grammar of the function nodes
and the terminal nodes defined for each problem domain.

2. The fitness value, which relates to the problem solving ability, is caleulated for each
individual of the GP population.

3. The next generation is generated by genetic operations.

(a) The individual is copiled according to fitness value (reproduction).
(b A new individual is generated according to ntersection (crossover ).

(e] A new individual is generated by random change [mutation).

9=y

. If the termination condition is met, then the process exits. Otherwise, the process
repeats from the caleulation of ftness value in step 2.

In general, C4.5 is often used for decision tree learning. 4.5 is a high-speed algorithm,
and it can be generate a high accuracy decision tree [(Quinlan 1995]). On the other hand,
the decision tree construction by GP is inferior to ©4.5 by the caleulation time. Dut,
there is an advantage that various criterions can be used, and the decision tree by a
higher-order knowledge representation can be constructed in learning by GP.

In this section, we will think about the individual expression as shown in Figure 1. The
noddes which are used compared node “IFLTE", such as 71357 and 71397 in the figure,
is an ephemeral random constant terminal. These nodes are defined as “constant nodes
with a continuous value attribute” . Moreover, the node, such as “Inputl”™ and “Input2”,
is defined a terminal nodes which receive the input from a database.

One of the reasons why GF takes much time in caleulation is that many types of nodes
are defined in the decision tree construction. The discrete value attribute are treated as

a1



(IFLTE Input3 139
(IFLTE Input2
(IFLTE Input4 135
(IFLTE Input5 139
(IFLTE Input1 85 139 Input3)
P)P)NP)P)

Description of Function Node
(IFLTEABCD):If (A<B),then Celse D

Figure G.1: Expression of GIMs Chromosome



different nodes for each attribute. hloreover, in classification test of the continuous value
attribute, the number of nodes is defined by the number of values which ean be talken by
random numbers, eg. when the constant of the threshold of the divergence is given by
random numbers. This causes an increase in the types of the node used.

When there are too many tyvpes defined, this may caunse the GI learning spesd to
become very slow, or cause the GP to fail to reach the global optimum solution. This
is caused by the explosive increase in combinations. However, useless and meaningless
expressions might be included in the combination. For such problems, many technigques
have been proposed. The ADE technique defines its own partial tree to make learning
more efficient [oga 1994a]. The MDL technique uses a fitness function defined by the
size of the tree based on minimum deseription length (MIDL) [Iba 1994). The technique
combined GIF and C4.5 increase the accuracy of the initial population [Nilmi 1999a].

In this section, we define redundant nodes as useless expression patterns and /or mean-
ingless expression patterns. We propose the pruning of redundant patterns to mprove
learning speed. We also propose an adjustment operation to the node with continuous
value attributes, based on a similar idea. For the pruning of redundant patterns, a tech-
nique combined with a fuzzy rules has been proposed [Maeda 1998].

Useless structures can be removed from the GIP individual by redundant patterns
pruning operation. Therefore, the reduction of tree structure and the reduction in the
amount of calculation are expected. This operation is applied to sub-trees selected by
random. It searches redundant node patterns, and replaces the node patterns found with
an effective terminal node. This operation is based on a reinforcement learning approach.
Decause the redundant node patterns depend on the problem, it is necessary to define
them for each problem.

For this experiment, the GIP tree structure was first converted into a node object array,
and the pattern of the redundant node was checked using pattern matching, Examples of
rexlundant node patterns are shown in table 6.7, By converting the tree structure into an
array, it becomes possible to look for a redundant node pattern without being affected by
the depth of the tree. Moreover, by converting the tree to an object array, that operation
does not need to worry about the content of each node.

The redundant patterns pruning operation consists of following steps.

1. An arbitrary node is chosen from the target individual of GP. The tree structure of
the sub-tree below the node is copverted into a node object arrayv.

2. The redundant node pattern is checked by pattern matching against the converted
array.

If a corresponding pattern is found, the node pattern is replaced with a ter-
minal node.

3. The checking pattern is changed and process 2. is repeated, until all patterns are
checked.
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Table G.7: Exanples of Redundant Node Patterns

(IFLTE A A D C) Replaced by O

(IFLTE R1 R2 B ) | If (Rl < R2),
then replaced by B else by O

(IFLTE Al A2 C C) | Replaced by C

(IFEQ A A B C) Replaced by I

(IFEQ R1I R2 B C) | If (R1 = R2),
then replaced by B else by O

Deseription of M'unetion Node
(IFLTE A B CD): If (A < B), then C else D
(IFEQ ABCD): If(A=D), then Celse D




4. The processed pattern for the array is copverted back into a tree structure, and the
converted tree structure is replaced with the original sub-tree structure.

Let us assume the following algorithm. For a given subtree, create all possible com-
binations by replacing the nodes with the set of all defined nodes, without changing the
original tree structure of the subtree. Select the combination which gives the highest fit-
ness value, Using this algorithm, it is possible to look for the local optimum solution for
a given structure, and a strong learning effect is expected. However, there is a possibility
that the amount of the caleulation increases. In this section, we apply this idea to the
training of GP containing many continuous value attributes.

In the decision tree construction, the terminal node s occasionally defined the outputs
of the continuous value attribute from training data. At the method that the constant
node compared with such a continnous value attribute is defined by random, there is a
possibility not being selected for a quite effective constant value because the range of
a continuous value attribute is wide. Then, we proposed the algorithm of the replace
constant value node to rise adjustment degres by the training data.

At the replaced processing, the constant value node is processed replacing after the tree
structure of the individual of G is converted into the node object array. Examples of con-
tinuous value adjustment process are shown in table 6.8 The method is similar method
of pruning redundant patterns, and the advantage of this process is same thing which
listed at redundant patterns pruning operation. In addition, because the continuous node
patterns depend on the problem, it is necessary to define them by each problem.

The adjustment operation to the continuous value attribute consists of the following
shipas.

1. An arbitrary node is chosen from the target individual of GP. The tree structure of
a sub-tree below the node s converted into the node object array.

2. The pattern of the continuous value node pattern is checked pattern matching to
the converted array. The continuous value node pattern is a pattern to compare
the continuous value attribute and the constant node mutually.

(a) If a corresponding pattern is found, the node pattern is replaced with the
node pattern which contains the constant by which the new node pattern is
penerated.

3. Until all patterns are checked, the checking pattern is changed and process 2. is
repeated

4. The processed pattern for the array is converted into the tree structure, and the
converted tree structure s replaced with an original sub-tree structure.

When the adjustment is operated, the new constant node s generated so that the
adjustment degree may rise. At this time, generating the individual with a high degrees
of the more adjustment becomes possible by devising the constant generation algorithm.
The following two algorithm are taken up as a constant generation algorithm.



Table G.8: Examples of Continnous Value Adjustment Processing

(IFLTE ARIBC) | I (A > RLor A, < R1D,
then re-define node by random.
(IFLTE R1 A B C) | Ditto

(IFEQ A RL B C) | Ditto

(IFEQ R1 A B C) | Ditto

Description of Function Node

(IFLTE A B CD): If (A< DB), then C else D
(IFEQ ABCD): If (A=ED),then Celse D




Strongly Continuous Value Nodes Fitting unction: To become the best accuracy,
the value of a continuous node is local optimum learned by using all the training
data. This operation makes surely its accuracy rise. But, the continuous value node
and its tree structure will have strongly relationship, and it is possible not to work
other genetic operations well.

Weakly Continuous Value Nodes Fitting Punction: The continuous node from ran-
dom numbers are taken so that the range of the comparison object and the numerical
value may come in succession. It seems that the freedom degree to other genetic op-
erations 15 preserved considerably high though accuracy does not necessarily rise.
In addition, to preserve the freedom degree highly, it is possible to use that the
generating operation can cccasionally take outside the range in the distribution of
random numbers {regular distribution which center on compared ranges, ete.).

We propose the redundant pattern pruning operation and the adjustment operation to
the continuous value attribute are built in G, The adjustmment operation was examined
at section G.2. Here, it is consider the various maintenance ete. when pruning operation
is built in further. Therefore, the following two approaches are devised by how to build
operations in G,

1. The operaticns are built in as an genetic operation, and process the method to a
part of individual.

2. The operations are built in as the processing between generations, and process the
method to all individuals simultanecusly.

At the approach of 1, each processing 1s treated just like the mutation and crossover.
Decause of processing of pruning and adjustment operation, it is possible that a various
maintenance may be lost and a potential effective schema may be destroved . However, it is
considered that these problems can be avoided by processing as a probabilistic operations
like other genetic operations.

At the approach of 2, learning speed will be strongly advanced. Therefore, it 1s possible
that learning causes an initial settling. However, because shortening the number of
generations until settling becomes possible, it is possible that these operations apply in
the field of the interactive evolute caleulation ete.

T verify the wvalidity of the proposed method, we developed a medical diagnostic
svstems for the occurrence of hypertension. We compare the results of proposed method
with prior ones.

The oceurrence of hypertension database is contained fifteen input terms and one output
term. There are two kinds of Intermediate assumptions between the input terms and the
output term(G). Among the input terms, ten terms are categorized into an biochemical
test related to the measurement of blood pressure for past five yvears, and the rest terms
are “Sex”, “Age”, “Obesity Index”, “y-GTP”, and “Volume of Consuming Alechol”. One
output term represents whether the patient has an attack of hypertension for the input
record. The database has 1024 patient records. In this section, we selected 100 occurrence
data and 100 no-occurence data by random sampling, and this was used as the training
data.
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The parameter of GI' used the following. (Refer to Table 6.9. ) Pruning redundant
patterns operation and fitting random continuous value nodes operation were built in G
respectively as an genetic operation. Moreover, weakly continuous nodes fitting function
was used.

The tendency which the adjustment degree usually improved at the learning initial
stage was seen in the results of three methods {only redundant patterns pruning operation
built in G, only adjustment continuous value attribute operation built in GP, both two
operation built in GP). Moreover, the number of generations until settling has decreased.
(Refer to table G.10.) As a result, it can be said that the proposed technique influenced
the improvement of the learning efficiency. However, the difference between normal GIF
and proposed GP was not seen in the adjustment degree in the learning finality stage. The
result is thought to be an occurrence because the parameter setting is defined experience
in the experiment at this time. We will think that the learning efficiency influences by
optimizing the parameter setting in the learning finality stage in the future.

In this section, we proposed the redundant node patterns operation to raise the search
efficiency, and added to normal GP for the construction technique of inference system
Ly the used GP classification learning. Moreover, we proposed the GIP technique with
adjustment continnous value nodes as local learning to improve to treat the continuous
value attribute more easily. To verify the validity of the proposed techoigues, we devel-
oped a medical diagnostic syvstemn, and compared the results of proposed methods and
normal GE.

As a result, an improvement of learning efficiency was seen. It can be said that the
pruning for redundant node improve the efficiency of GIs search, and the fitting for
continuous number node range makes continuons node more effective. Thereafter, it can
be concluded that the proposed technicue is an effective method for the improvement of
learning efficiency of an inference system.

6.3 Rule Discovery Technique using GP with Crossover
to Maintain Variety

Many GP learning methods have been proposed to decrease node combinations in order
to keep the node combinations from explosively increasing,. We propose a techoiogue using
an opposite approach which tests a greater number of combinations in order to decrease
the chances of the search being “trapped’ in a local optimum. In the proposed technigque,
how “different” the individual structure is is used as an index in selecting individuals for
genetic operations. Therefore, variety in the GP group is strongly maintained, and it is
expected that GIY learning is alwavs done to a new combination.

In general, when there are a large number of node types defined, this may cause the
Genetic Programming (GP) [oea 1992a] learning speed to become very slow, or canse the
G to fail to reach the global optimum solution. This is caused by the explosive increase
in combinations. For this problem, We propose a techoiogue using an opposite approach
which tests a greater number of combinations in order to decrease the chances of the
search belng “trapped” in a local optimum. In the proposed techoigque, how Sdifferent” the
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Table G.9: Parameters of GP

I population 200
Reproduction probability | 0.1
Intersection probability (.G
Mlutation probability 0.1
Pruning redundant 0.1

patterns probability
Fitting random continuous | 0.1
value nodes probability

Selection methodd Tournament method
Function node IFLTH, IFEQ), *, /, +, —,
ADEFO, ADE]
Terminal mode Attribute value of database such
as SEX and AGE (15 attributes),
P,N. R
Mumber of training data Oloeurrence (1O | Mo-orcurences [ 100
Mumber of test data 1024

IFLTILIFEC): if less than (<) equal tol=)

ADFO0O, ADI1: the function definition gene expanded by ADLE
Ii: randomly generated constant

P, MN: ocurence (), no-ocourence ()

Table 6.10: Experimental Result (Reasoning Precision) by Each Technicgue

training | all data | nodes | penerations
data | %) 5
G 7ol GG 145 14328
+ pruning 821 714 17 247
+ fitting 8G.0 T2.2 35 2739
+ pruning
and fitting 852 523 22 10327

-
"

-
it

L+
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individual structure is is used as an index in selecting individuals for genetic operations.
Therefore, variety in the GIP group is strongly maintained, and it is expected that GIP
learning is always done to a new combination.

In normal GP, genetic operators (crossover and mutation) are operated based on the
individual fitness. In the proposed techninue, genetic operators are operated based on the
evaluation of the tree difference. As for the difference of the tree, two types of comparisons
can be made. Owne is tree structure difference between two individuals. The other is
difference in each individual’s composed node types and numbers. In this session, we use
the difference in composition node types and numbers as the tree difference. Following,
the evaluation of the difference of the tree was defined by the following expression.

-HE_|_|I|.'J

fn'f,’,":A: B:l = Z |nf|:A:| - anIBIII

fair (A, B): Evaluation value of difference in tree structures A and B
Kiypews the total number of defined node types
ng®): the number of i-th node type used in »

The proposed evaluation value is built in to the genetic operator in GIP In this session,
wie used crossover as the modified genetic operator. In normal crossover operation, two
target individuals are chosen based on the individual fitness. In the crossover operation
modified by the proposed technigque, one individual is chosen based on the individual
fitness, and another individual is chosen based on the evaluation value of the difference
of the tree structure with the first one.

In previous GP technicques, when there are a large number of node types defined, the
search efficiency is raised by decreasing the examined node combination [Kosa 1994a,
Niimi 1999b]. However, this approach may cause the search to find only a local opti-
mum sclution and fail to reach the global optimum solution. In the modified GIP using
the proposed evaluation value, the examined combination has effectively been increased,
allowing a better probability for the GIP to reach the global optimum solution.

To verify the validity of the proposed method, we developed a rule generation syvstem
from a medical database. We compared the result of the proposed method with normal
P, using a database for the ocourrence of hypertension. The parameter of GP used
the following. (Refer to table G.11)) The proposed method was shown to give a more
accurate rule set compared to normal GP. The proposed method also showed a greater
improvement in fitness towards the end of the training cyvele compared to normal GEP.
However, the number of generations until termination had incressed for the proposed
method. [Refer to table G.12.

The proposed method allows GP to strongly maintain variety within the GFP group.
Therefore when there are a large number of node types defined, the proposed GP increases
the probability to reach the global optimum solution.
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Table G.11: Parameters of GP

G population 200

Reproduction probability (.1

Crossover probability 0.4

Mlutation probability 0.1

Proposed crossover probability | 0.2

Selection method Tournament method, Elite preservation

Function node IFLTH, IFEQ, *, /, +, —,
ADFO, ADE1

Terminal node Attribute value of database such
as SEX and AGE (15 attributes),
PN R

MNumber of training data ooy | ML)

MNumber of test data 1024

IFLTILIFEC: if less than (<).if equal tol=)

ADFO, ADF1: the function definition gene expanded by ADI
It: randomly generated constant

P, MN: ocurence ('), no-occurenoe (4]

Table G.12: Experimental Result (Reasoning Precision) by Each Techniogue

training | all data | nodes | generations
data [ %) (=
P a0 GG 148 10327
Proposed
Methods BE.2 82.3 22 14328
45 (to
reference) 585 Tl 29 —
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Chapter 7

Conclusion

Aot of researches on data mining are proposed. A lot of researches on genetic program-
ming are proposed. However, the research by which both are treated is not proposed.

In this dissertation, we propose the technigque by which genetic program are combined
with an existing data mining technique. Dy using genetic programming for the data
mining technigque is, that the knowledge representation can become more rich and data
mining process can be contain a probabilistic operation. It is expected to be able to cover
the slowness of learning speed by genetic programming, and to be possible to constroct
the system even if the background knowledge at data mining is a little become possible
Lo use.

At first, we discuss the problems of genetic propramming allied to data mining.

secondly, we proposed a decision tree construction method combined with C4.5 and
L.

The proposed method has some advantages. The first advantage is that the proposed
method can improve decision tree’s accuracy. The second advantage is that its learning
speed becomes faster than normal GP's. The third advantage is that the design of a
penetic programming becomes easy.

We experimented by using two kinds of medical datasets to verify of proposed method.
The domain experts gave the evaluation and comments on the results. The problem was
taken up two things. One is intended for dataset which contained a lot of continuons
values. The other is intended for dataset with a lot of pumbers of attributes. We compared
the results of three methods (using C4.5 only, using ADF-GI only, and using combined
4.5 and ADF-GP using the proposed method).

In the proposed method, the decision tree has been improved compared with GI
and C4.5. The number of generations until best individual has been improved. The
combination overhead was able to be disregarded because of the speed improvement of
L.

Thirdly, we proposed the rule discovery technique from the database using genetic
programming combined with Apriori algorithms.

The proposed method has some advantages. The first advantage is that the proposed
method can improve decision tree’s accuracy. The second advantage is that its learning
speed becomes faster than normal GP's. The third advantage is that the design of a
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penetic programming becomes easy.

We experimented by using two kinds of datasets to verifv of proposed method. For
one experiment, the domain expert gave the evaluation and comments on the results. In
the proposed method, the decision tree has been improved compared with GIP and Apriori
algorithm. The number of generations until the best individual has been decreased. The
combination over-head was able to be disregarded because of the speed lmprovement of
=", Though the result of suppressing the overfitting was seen, we did oot consider the
analysis of its mechanism.

In the forth, the decision tree and the rule expression by genetic programming was
proposed, and the expression which used AND, OR and NOT were mounted on genetic
programming besides the rule expression of the if-else form. Moreover, the decision tree
was constructed by using the housevotes data from UCE Machine Learning Repository
to verify the effectiveness of the modified rule expressions, and we compared the results.

As a result, the size of the decision tree was able to be lmproved. Moreover, the
improvement of accuracy was admitted in the one that AND and OR were used. DBy
using NOT function, the accuracy of the decision tree was improved. The expanding
rule expression is mounted by replacing the definition of the function node of genetic
programming. Therefore, the modification of the framework of genetic programming is
minimum. It can be said that the rule expression which uses AND, OR and NOT from
this is effective in genetic programming.

In finally, we discussed about three improvement methods of genetic programming,
The first methods improves the problem that genetic programming is difficult to construct
its system. The second methods improves the problem that genetic programming is dif-
ficult to treat with continuous value attributes. The third method improves the problem
that genetic programming is difficult to use with a lot of nodes. We applied them to
experiments of data mining. As a result of each experiments, each method shows im-
provement learning efficiency.

Considering these discussions and proposed method, it can be concluded that the
combined method with genetic programming and data mining techoigques has the im-
provement of the calculation speed and accuracy., In general, a relationship between
search space and discovering unexpected rules becomes trade-off, but using our proposed
techniques are able to improve both. Because an existing data mining technigue is smaller
than the amount of the caleulation of genetic programming, concerning an increase in
the amount of the caleulation by the combination does not become a problem. It can
be said that correspondence will become possible by added the improvement techniogue
b genetic programming concerning difficult learning of the continuous value attributes
and a lot of defined nodes. It can be concluded that using genetic programming for data
mining, is possible not conly to improve accuracy of discovered knowledge, but also to
extract knowledge which is not easy to be obtained by existing technigues.

In the future, we consider to apply to the character-strings based databases [(such
as text mining), expansion for application to the time series databases, development for
large scale databases. Moreover, we will discuss to make a policy how to combined genetic
programming with other technigques.
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