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1. (1/2)

� � � � � � � � � �	 � 
 �� �

� � ��� �� �

“Practical reasoning is a matter of weighing
conflicting consideration for and against competing
options, where the relevant considerations are
provided by what the agent desires/value/cares
about and what the agent believes. ”[Bratman87]

� � � � � � � � � � � �
� �
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1. (2/2)

� � � ��� � � � � �� � �

�

(deliberation)� � � 	


(state of affairs)

� � � �� �

�� � �

�

-

�

(means-ends reasoning)�� � � � � � � 	 � �� � �� � �

� �  �

(intentions)
� 
 � �

� �
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2. (1/6)

1.

� � ��� 	
 �  � � � � � ��� 	 
 �  � �

� � �� � � �  � � �

If I have an intention to �, you would expect me to devote resources to
deciding how to bring about �.

2.

� � � � � � �	 �� � �� � � � � 	 � � � �

� � �	 � � �
 � �

If I have an intention to �, you would expect me to adopt an intention

�

such that � and

�

are mutually exclusive.

3.

� � 	�
 �  � � � � � � � � �  � �

�� � � � � �

If an agent’s first attempt to achieve � fails, then all other things being
equal, it will try an alternative plan to achieve �.

� �
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2. (2/6)

4.

� � 	�
 �  � � � � � � � � � �� � � �
That is, they believe there is at least some way that the intentions could
be brought about.

5.

� � 	�
 �  �� � � � � � ��� � � �� � � � � � �

� � �
 � �

It would not be rational of me to adopt an intention to � if I believe � was
not possible.

6.

� � � � �� � ��� 	�
 �  � �  � � �	 � �

It would not normally be rational of me to believe that I would bring my
intentions about; intentions can fail. Moreover, it does not make sense
that if I believe � is inevitable that I would adopt it as an intention.

� �
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2. (3/6)

7.

� � 	�
 �  � � � � � 
� � �� � � �

� � �
 � �

If I believe � � �

and I intend that �, I do not necessarily intend

�
also.

(Intentions are not closed under implication.) This last problem is known
as the the side effect or package deal problem. I may believe that going
to the dentist involve pain, and I may also intend to go to the dentist – but
this does not imply that I intend to suffer pain!

� �
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2. (4/6)

� � � 
 � �	 	 �	 �	 � � � �� � � �
“My desire to play basketball this afternoon is merely
a potential influencer of my conduct this afternoon. It
must view with my other relevant desires [...] before it
is settled what I will do. In contrast, once I intend to
play basketball this afternoon, the matter is settled; I
normally need not continue to weigh the pros and
cons. When the afternoon arrives, I will normally just
proceed to execute my intentions”[Bratman, 1990]
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2. (5/6)

� �� � � �

(1/2)

� � �

–

� � �

:

	 � � � 	
 �   � �

� � � �� � �� � � � � � � � � � � � �

� � � � 	 � � � �� � � � � � � � � � � �

��� � � � � � � �� � � � �

� � � � � � �

� � � �

:

� �� � � � � �  � � � � � � 	
 �

 � � � � � 
 � � � �	 � � � � �

� � � � � � � � � � �

1.

� � 	 
 �   � � � � � � � � �

2.

	 � � � � �� � �� �  
 � � � �

3.

	 � � � � � � � � � � �	 �� �
 � � � � �

� � � � � � �

� �
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2. (6/6)

� �� � � �

(2/2)

� � � � � �

:

� � � � � �

� �� 
 � �

� � � � �  � � � � �

:

	 �

	 � � � � � � � � � � � � � � � 	 � �

� � � � �� � � � �� �  � � � � 	 � 	 � �

� � �� � � � � � � � �� � � �� �

� 
 � � � 	 � � � �� � � � � � � ��� 	 
 �  �

� � � � �

� �
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2.1

� � � �

�

1970

� � � � AI

� �� �� �

(

�

)
�

��� � � � � �	 � � 	
 �  � � � � 	 � � � � �

� �� �� � � � � �� � � � � � � � � �

�� � � � � � � � � � � �

�

AI

� �� � � � � 
 � � � � � AI

�� �� � �

� �  � � 
� � � 	 � � 	�
 �  � 
 � �

� � � � � � � �

�

Fikes

�

Nilsson

� � � � � � � � � � �

� � �� � � � � � �� �� � � � �� �   �

� � �� � � � � � � � �� � � � �

� �
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3. - (1/12)

MER (Means-Ends Reasoning):

� � �

�� � � � � �� �
 � � � 	
 � � � � � �

�

(

�

) �

1.

� � � � � � � � �
2.

� � � � � � � � � �

3.

� � � �� � � � � �

� �

4:

�� � �

(1/2) – p.12/47



3. - (2/12)

MER

� � � � �

Meands-Ends Reasoning

1.

� �� � ���
2.

� � � � � ���
3.

	 
� �  � � � ��� 	 � 
� � � �� � � � MER �  � � � � 
��

� � �� � ���

4.

� � � �� � � � � � � !" �

#$ % � � & � ! ' ���

( )

4:
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3. - (3/12)

� ��� ��� � � 	 
� � � 

� � �

(goal)/

�

(intention)

� �

� �

(action)

� �

�

(environment)

� �

�� � � � � �� � �� � � �� � �

� �  ! 	
" �$# � % �

( )

4:
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3. - (4/12)

plan to achieve goal

planner

state of 
environmenttask

intention/
goal/

possible actions
( )

4:
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3. - (5/12)

� � � � �� � � � 	 � � �

?

� � �

� �

� �� � � � � �� �

� �� � � � 	 �

( )

4:

*+, -

(1/2) – p.16/47



3. - (6/12)

� �

(Block World and STRIPS)

C

A

B

� � � �

Predicate Meaning��� ����� 	 
 object � on top of object 	

��� �� ���� ��� 


object � is on the table� ��� �� �� 


nothing is on top of object �

��� �� � �� �� 


robot arm is holding �

�� � � �� � 	 robot arm empty (not holding anything)

( )

4:

*+, -

(1/2) – p.17/47



3. - (7/12)

� � � � ��� � � 	 � �

� � ��� �� � � 
� � � � �� � 
� � � �� ���� � � 
� � � �� ���� � � 
� � � � �� � � 
���

� ��� ��� � � � � ��� � � 	 � �

� � � � � ���� � � 
� � � �� ���� � � 
� � � � � ���� � � 
���

�

(CWA: Closed World Assumption)

� 	 � � 
 �

�� �  �� �� � � ! � � � � � �

( )
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3. - (8/12)

STRIPS (

�

)

�

(name):

�

(

� � 
 � � 	 �

)

� � � �

(precondition list):

� � �� 	

� ��  � � � �� � � � �

� � � �

(delete list):

� �  � 	 	 ! � �

�� � � � �

� � � �

(add list):

� 	 � � � �� � � � �

( 1): stack

� � �� 	 ��� � 	 

pre

� � ��� �� � 	 
� ��� �� � �� �� 
 �

del
� � ��� �� � 	 
� ��� �� � �� �� 
 �

add

� �� � � �� � 	� � � �� � 	 
 �

( )

4:
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3. - (9/12)

( 2) unstack

� � � � �� 	 �� � 	 


pre

� ��� ����� 	 
� � ��� �� ��� 
� �� � � �� � 	�
del

� ��� ����� 	 
� �� � � � � � 	�
add

� ��� �� � �� �� 
� � ��� �� � 	 
�
( 3) pickup

� �� 	�� � ��� 


pre

� � ��� �� �� 
� � � � � ���� ��� 
� �� � � �� � 	�

del

� � � �� ���� �� 
� �� � � �� � 	�

add

� � � �� � �� �� 
�

( )

4:
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3. - (10/12)

( 4) putdown

�� � � � � � ��� 


pre

� � � �� � �� �� 
�

del

� � � �� � �� �� 
�

add

� �� � � �� � 	� � � � � ���� ��� 
�

( )

4:

*+, -

(1/2) – p.21/47



3. - (11/12)

� � ��� :

� � � �� � �

�� � �� 


:

�� ��� �

�� � 	 �� 


:

� � ��� �

� � � � 	 �� 


:

�� �� � � 	 � �� �

� � � � � �� �� � � 


: � �� � � � � �  � �

�� � � �� 


:

�� ��� � �

(

 � � � ��� �� � � � � � �� � � �� � � �� 
 � ! � � 	� � 


) �

� � � � �� 


:

� � ��� � � � � � � � �

(


 �

� � � � �� � �� � � � � � � � � � � � � � �� 
 � !

� �� � � � � � � � 


)

� � � � � �� � � � 


:
� �� �� � � 
 �  � � � 	 ��

��� � � � � � � 	 � � �� � �� � � � � � �

� � �

( )

4:

*+, -

(1/2) – p.22/47



3. - (12/12)

��� �� � � �

–

� ! � � � � �  � �

� � � � � � � �� � 
�� � � � � 
�� � � �� 
 � � � � � �

( )

4:

*+, -

(1/2) – p.23/47



4. � � �

(1/9)

��� �� � �  � �� � ���

sensor

filter

deliberation

effector

perception

action

Environment
Intentional
Structure

Agent

( )

4:

*+, -

(1/2) – p.24/47



4. � � �

(2/9)

� ��� �� � � �

(version 1)

Agent Control Loop Version 1
1. while true
2. observe the world;
3. update internal world model;
4. deliberate about what intention

to achieve next;
5. use means-ends reasoning to get

a plan for the intention;
6. execute the plan;
7. end while

( )

4:

*+, -

(1/2) – p.25/47



4. � � �

(3/9)

� �

:

�

–

� � �$# � � ! � � � �� �

� �� � �
	 � � �  � �

� ��� ��� � � � ��� � �� ��� ��� �
–

 

�! �" � �$# �! % &' � % �� � () � �� � � �
�+*-, ./ 0, 12 3, 4 �$� 5 �$�

6 78 � –

 � � � ��

�:9 , 1 4 �;# 5 �;�

) � � �

< =

4:

>?@ A

(1/2) – p.26/47



4. � � �

(4/9)

� � � �� � 7 � � � � �) � �� ! 	 � �� ��� � � ) 
" % � % 6 7 � ) �� � % � 6 7 �

)  �

(

� %

) �

� ��� ��� � � � ��� 6 � � � � �� ! 	

� �� � � " � 	"  	 � � 
 ( � % 6 7� ��  � � �*-, ./ 0, 12 3, � � �� "  � � 6 �� 	 �� ��� � � � � � 8 � 	 ( � �� �� � 6� � )  �

�� � � � �� 	 � � � �� �� �� 	 �  

(calculative rationality)

)  � �

� � ! % 6 78 � �� �� � � � � � �� ! % �

�" % � � � �  � � �� 	 � � � �  �
< =

4:

>?@ A

(1/2) – p.27/47



4. � � �

(5/9)

� � 
" � � % �� ��� � � � � % � � " �

� � � �

1.

)

–

 � 6 � � �"  � 6 �

� �

2.

�� � � � � � )

–

 � 
" � ��� � �" � ) 6 � � �� 	 � � 8 � � � % ) � � � & ' �

% � � % � � �� �� � � � )

– � � � � 6 �
(valid)

6 78 � � �

3.

�;� (

� � (
)

� � " � 	 ( ) � �

6 7 � � �� �# (

�� � � � � � � � �

( � %�� % �� 	 � (

)

� 6 6 7 8 � �

) 6 � � �

< =

4:

>?@ A

(1/2) – p.28/47



4. � � �

(6/9)

� � � � �� %

(1/3)

�

: �  % %

� 4 � � � �

:

� � � �� � % � 	 � 8 � �

-
 % %

� �� � � � 	 % 
 6 � 7� �

�� � :

�� ��� � 	 % �
�� � � � ��� �

��� �

:

�

( � � �� � ) � �  � � �� � �

�

) ��� � ��� ��� � � �

�� � ��� � :

�

�� � ��� � � � ����

< =

4:

>?@ A

(1/2) – p.29/47



4. � � �

(7/9)

� � � � �� %

(2/3)

�

:

�� ��� � 	 % � % %

�� �

:

� � %

�

:

�� ��� � 	 % � % %

�� � :

� � %

�

:

�� ��� � 	 % � % � %

� � � :

� � � %

��� :

�� �� � 	 %

< =

4:

>?@ A

(1/2) – p.30/47



4. � � �

(8/9)

� � � � �� %

(3/3)

�� � ��� � � :

�

(Options Generation Function)

�� � ��� � � � � �� � � � � � � � � � � � � �� � � �

� � � ��� :

�

(Filtering)

� � � ���  � � � � � � � � � �� � � � � � � � � � � � � � � � � �

�� �

:

�

(Belief Revision Function)

�� � � � �� � � � ��� � � � �� � � �

< =

4:

>?@ A

(1/2) – p.31/47



4. � � �

(9/9)

� ��� �� � 	 %

(version 2)–

� 8 �
–

Agent Control Loop Version 2
1.

�  4 �� ; /* initial belief */
2. while true do
3. get next percept �;
4.

�  4 �� � � �� �
�

;
5.

�  4 �� � � ��� � �� � � �
;

6. �  4 � � � � � �� �� �� �
;

7. �� � � � �� �
�

�
;

8. end while

< =

4:

>?@ A

(1/2) – p.32/47



5. (1/3)

� ��� ��� � 	 � " % � � � �  �

� " �  �

(options)

� 7� 

?

� ! % % �  � � 	 �� ! 	 ��� ��� 	 �

)  � � ) �  � � )  �� 	 � � �

� � 	 (

(option)

� �) �� �

< =

4:

>?@ A

(1/2) – p.33/47



5. (2/3)

� � � � 	 % �� � � �

�

:� 	 � � 8 �� ��� � 	 �

( )
� � �� � �� � ��� � � � 8 � � � � % � �

�� � � � 	 % � % ) � % �� ) � " )

8 � %

(= (desire)
� � �

�

(filtering):� 	 � � 8 �� ��� � 	 � � % �  � � �

�� ! 	 � � � ) ��� ��� 	 � �� 	� � � � ��� � � � 8 � 	� �

< =

4:

>?@ A

(1/2) – p.34/47



5. (3/3)

Agent Control Loop Version 3
1.

�  4 �� ; /* initial belief */
2.

�  4 �� ; /* initial intention */
3. while true do
4. get next percept �;
5.

�  4 �� � � �� �
�

;
6.

�  4 � � � ��� � � � �� � �
;

7.

�  4 � � � ��� � �� �� � �
;

8. �  4 � � � � � �� �� �� �
;

9. �� � � � �� �
�

�
;

10. end while

< =

4:

>?@ A

(1/2) – p.35/47



6.

� � � �

( ) (1/11)

� �� 	 � � 	 �

[Cohen90](1/4)

Some time in the not-so-distant future, you are having
trouble with your new household robot. You say “Willie,
bring me a beer.” The robot replies “OK boss.” Twenty
minutes later, you screech “Willie, why didn’t you bring
me that beer?” It answers “Well, I intended to get you
the beer, but I decided to do something else.” Miffed,
you send the wise guy back to the manufacturer,
complaining about a lack of commitment.
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� �� 	 � � 	 �

[Cohen90](2/4)

After retrofitting, Willie is returned, marked “Model C:
The Committed Assistant.” Again, you ask Willie to
bring you a beer. Again, it accedes, replying “Sure
thing.” Then you ask: “What kind of beer did you buy?”
It answers: “Genessee.” You say “Never mind.” One
minute later, Willie trundles over with a Genessee in its
gripper. This time, you angrily return Willie for
overcommitment.
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� �� 	 � � 	 �

[Cohen90](3/4)

After still more tinkering, the manufacturer sends Willie
back, promising no more problems with its
commitments. So, being a somewhat trusting customer,
you accept the rascal back into your household, but as
a test, you ask it to bring you your last beer. Willie again
accedes, saying “Yes, Sir.” (Its attitude problem seems
to have been fixed.) The robot gets the beer and starts
towards you. As it approaches, it lifts its arm, wheels
around, deliberately smashes the bottle, and trundles
off.
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� �� 	 � � 	 �

[Cohen90](4/4)

Back at the plant, when interrogated by customer
service as to why it had abandoned its commitments,
the robot replies that according to its specifications, it
kept its commitments as long as
required – commitments must be dropped when fulfilled
or impossible to achieve. By smashing the bottle, the
commitment became unachievable. [Cohen90]
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Agent Control Loop Version 4 (part 1/2)
1.

� �� ��� ; /* initial belief */
2.

� �� �� ; /* initial intention */
3. while true do
4. get next percept 	;
5.

� �� 
 + � � �� 	 �;
6.

� �� �- � � � 1� � �� � �
;

7.

� �� � � . �, + � �� �� � �
;

8. � �� - .0/ 1 � �� � ��� �
;

(continue to the next page)
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Agent Control Loop Version 4 (part 2/2)
(continue from the previous page)
9. while not , �- ��� � � � do
10. � �� �, / � � � �;
11. , � , �� �, � � �;
12. � �� �/ � . � � �;
13. get next percept 	;
14.

� �� 
 + � � �  	 �;
15. if not � �� 1 � � � � � �

then
16. � �� - .0/ 1 � �  � � � �

;
17. end-if
18. end-while
19. end-while
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Agent Control Loop Version 5 (part 1/2)
1.

� �� ��� ; /* initial belief */
2.

� �� �� ; /* initial intention */
3. while true do
4. get next percept 	;
5.

� �� 
 + � � �� 	 �;
6.

� �� �- � � � 1� � �� � �
;

7.

� �� � � . �, + � �� �� � �
;

8. � �� - .0/ 1 � �� � ��� �
;

(continue to the next page)
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Agent Control Loop Version 5 (part 2/2)
(continue from the previous page)
9. while not

� , �- ��� � � � or

� � � � , , �, � � � � �

or

� �- �� � � 
 . , � � � � �

do
10. � �� �, / � � � �;
11. , � , � � �, � � �;
12. � �� �/ � . � � �;
13. get next percept 	;
14.

� �� 
 + � � �� 	 �;
15. if not � �� 1 � � � � � �

then
16. � �� - .0/ 1 � �� � ��� �

;
17. end-if
18. end-while
19. end-while
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