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| [Realizing autonomous driving using the World Model]
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This project adopted two approaches: looking at artificial intelligence from the
brain and looking at the brain from artificial intelligence. In the field of brain
science, research has been conducted on low-cost mathematical modeling of the
brain and research on cognition. In the field of artificial intelligence, research on
network structures and state representations and their correspondence with the
brain have been conducted. Therefore, in this project, we attempted to explain
the engineering application of brain structures and cognitive characteristics using
artificial intelligence.
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lApplication of deep learning models to drawing research |
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Conventional reinforcement learning methods have drawbacks such as poor sample
efficiency and low generalization performance. Brain-inspired artificial intelligence has
attracted attention as a solution to these problems and is expected to be applied to various
tasks hereafter. We aim to build an Al car using “World Models”, which is one of the brain-
inspired artificial intelligence and realize autonomous driving in both simulated and real
environments.
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Results and prospects
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Drawing is a uniquely human actibity, and its study may lead to the understanding of uniquely
human creativity. Existing drawing research is mainly based on psychological experiments, and
lacks a theoretical approach. Therefore, by using a deep learning model to reproduce
psychological experiments related to drawing research, we aim to investigate the possibility of
substituting psychological experiments with deep learning model, and to study drawing ability
from a computational perspective.
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In the simulation environment, we were able to achieve suitable automated driving regime
with reward settings for the real world. In the real environment, we were able to enable
control of the hardware by the world model and realize automatic driving. In the future, we
plan to verify the sample efficiency comparing it to the case of reinforcement learning
without "world models" and check the generalization performance after fine tuning.
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The results, which were qualitatively similar to those of the previous study, showed that they
reproduced properties similar to human perceptual characteristics in face recognition, indicating
the possibility of using the results in psychological experiments. For future, in order to
substitute deep learning models for various psychological experiments, it is necessary to
cons1der further experiments from perspectives other than face recognition.
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